
                                                                                                                                    

Note on the Bertotti-Robinson electromagnetic universea) 

Nessim Tariq and Raymond G. McLenaghan 
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It is shown in a concise manner using Debever's vectorial formalism that the Bertotti-Robinson solution 
is the most general conformally flat solution of the source free Einstein-Maxwell equations for nonnull 
electromagnetic fields. 

1. INTRODUCTION 

This note concerns a solution of the source free Ein
stein-Maxwell equations, which, with a suitable 
choice of units, may be written as follows: 

Rab=FacF/ - igabFcdFcd, (1.1a) 

Fab;b=F[ab;C]=O. (LIb) 

Robinson' presented the following solution to these equa
tions: 

ds 2 = (Ax'dxO)2 + 2dxo dx' _ (dX2)2 _ (cosA~dx3)2 (1.2a) , 
Fab= .f2A(O~~ COSI.L+ o~~ COSAX2 sin/J.). (1.2b) 

He observed that the electromagnetic field (1.2b) is co
variantly constant and that under the change of coordin
ates AXi = (t -r,l/r, rr/2 - £I, 1/1) the metric (1.2a) takes the 
form 

(1.3) 

showing that the space is conformally flat. Bertotti2 

found independently the same solution in a different co
ordinate system as a solution to equations (1.1) for a co
variantly constant electromagnetic field in the presence 
of a cosmological constant. Eardley3 has characterized 
the solution as the only solution of equations (1.1) ad
mitting a covariantly constant nonnull electromagnetic 
field. Cahen and Leroy4 obtained a solution equivalent 
to (1.2a) as a limiting case of Petrov type N solutions 
of Eqs. (1.1) for nonnull electromagnetic fields. The 
space-time with metric (1.2a) has been characterized 
by Cahen and McLenaghan5 as the only conformally flat 
space -time with a covariantly constant Riemann tensor 
and RabRab = R = O. The solution. also appears among the 
Schr5dinger separable solutions of the Einstein-Max
well equations found by Carter6 and in the list of space
times with local isotropy given by Cahen and Defrise.7 

The solution is a metric product of two two-dimensional 
spaces of constant curvature and hence admits a six
parameter group of motions. The properties of this 
solution have also been investigated by Lindquist, 8 

Lovelock,9 and Dolan. 10 

In a recent article Tariq and Tupper" characterize the 
the solution (1.2) as the most general conformally flat 
solution of the source free Einstein-Maxwell equations 
for a nonnull electromagnetic field. It is the purpose 
of this note to present an alternative proof of this re-

aThis work was supported in part by a grant from the National 
Research Council of Canada. 

suit, which seems to be more direct, using the vectori
al formalism of Debever. ,2 

2. NOTATION AND CONVENTIONS 

Let £Ii (i = 0,1,2,3) denote a tetrad of null I-forms 
with e° and £13 real and £11 = 'e'i complex. In the tetrad the 
metric of V4 has the form 

(2.1) 

The absence of torsion of the pseudo-Riemannian con
nection is expressed by the equation 

d£li+ Wijl\ £I j =O, (2.2) 

where Wi j denote the I-form valued components of the 
connection. A basis of the space of self-dual 2-forms is 
given by 

Z' = £121\ £13, Z2= £10 /\£1', Z3= t(£I°/\ £13 _ £1'1\£12). 

The metric in this space is 

y"a = 26~"o~) _ to~o~ (a, j3= 1, 2, 3). 

In terms of the basis (2.3) Eq. (2.2) has the form 

dZ" + a "a 1\ Za = 0 . 

The quantities a "a are related to the Wi j by 

a22=-w22-w33' a 2
3=2w\, a'3=2w3

, • 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

To the I-form valued matrix a"a we may associate the 
vectorial I-form 

(2.7) 

where E",ar is the three-dimensional Levi-Civita sym
bol. The components of a" with respect to the basis {£Ii} 
are denoted by a'" " They are proportional to the NP 
spin coefficients. 13 The vectorial curvature 2-form ~'" is 
defined by the relations 

~,=da2_a2/\aa, ~2=da'+a'l\a2, 

~3=_2da3_a'/\a2. 

Writing ~'" in the basis {Z"} yields 

~'" = (C",a -iRY",a)Za+E",iJZa , 

(2.8) 

(2.9) 

where the trace-free symmetric tensor C c.a corresponds 
to the Weyl tensor, the Hermitian tensor E",il to the 
trace-free Ricci tensor, and R denotes the curvature 
scalar. The components of C"a and E",1l are proportional 
to the NP scalars. '4 

Bianchi's identities have the form 

(2.10) 
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where 

DC",e=dC<>:Il-Cyea'", -C",yaY
e, 

DEo$=dE",g -Eyga Y 
'" -E",yaY

e . 

(2.11) 

(2.12) 

Finally the Einstein-Maxwell field equations may be 
written as 

E",If= -2F ",Fe, 

R=O, 
+ 

dF=O, 

where 

F=F Z'" 
'" 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

is the self -dual part of the electromagnetic field 2 -form. 

3. DERIVATION OF THE RESULT 

We choose the I-forms eo and e3 to be proportional to 
the characteristic I-forms of the nonnull electromagne
tic field. With this choice 

+ 3 
F=F3Z , (3.1) 

and the Einstein-Maxwell equations take the form 

R=Eae=O (Ci=1,2,3, 13=1,2), (3.2a) 

E33= -2F3F3. (3.2b) 

The tetrad is determined by the above choice modulo the 
transformations 

The assumption of conformal flatness is equivalent to 

C",e=O (Ci, (3= 1, 2, 3). (3.4) 

With the help of Bianchi's identities (2.10), (2.11), and 
(2,12) we obtain 

a 2 A"Z3 = a 1 A "2:3 = dE 33 AP = O. 

It follows that 

E33= -k, 

where k > 0 is a real constant. 

(3.5) 

(3.6) 

(3.7) 

The conditions (3.6) allow a first form of the metric to 
be obtained. From Eqs. (2,2), (2.6), and (2.7) we obtain 

deo = _t(a 3 + a3
) A eO , 

del = _t(a 3 _ (f3)J\ e l , 

de3 = t(a 3 + (f3)Ae3 • 

It follows that 

deiAe i = 0 (i=O, 1,3). 

(3.8) 

(3.9) 

This implies that there exists a system of coordinates 
(u, z, z, v), real valued functions e and g, and a complex 
valued function F such that 

(3.10) 

We now use the remaining tetrad freedom (3.3) to set 

(3.11) 
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where f is a real valued function of the coordinates. 
From (3.8) and (3.11) we deduce 

a\=-(f32 =f-2fz, a 3
0

=J[-lgu, a 3
3=0, 

fu=i"v=J[z= O. 

(3.12) 

(3.13) 

Thus the general form of the metric satisfying (3.6) is 

rls 2 = 2g dudl' - 2f2 dzdz, (3.14) 

where /= f(z, z) and g=g(u, 1') are real valued functions 
which without loss of generality can be taken to be posi
tive. In order to determine these functions, it remains 
to solve the field equations (2.8) which on account of 
(3.2), (3.4), and (3.7) reduce to 

4g- I (10gg)uv= -k, 

8f-2 (10gj)zz = -k. 

(3.15) 

(3.16) 

By means of the substitution g = erne, where 111= -~k, Eq. 
(3.15) becomes 

This equation has the general solution (ForsythI5
) 

erne = 2111- 1 (cp + ifJt 2 cpu¢v, 

(3.17) 

(3.18) 

where cp and z/! are arbitrary functions of 11 and l' respec
tively. If we now choose 1> and z/! as coordinates, we 
have 

(3.19) 

which after a further coordinate transformation be
comes 

(3.20) 

In order to solve Eq. (3.16), we make the substitution 
f2 = e-kw • The transformed equation is 

It has the general solution (ForsythI6
) 

eli' = 1;k(l +XX)2(Xz xzt l 
, 

where X is an arbitrary analytic function of z. On 
choosing X as a new coordinate we have 

(3.21) 

(3.22) 

(3.23) 

which by means of a simple coordinate transformation 
takes the form 

(3.24) 

It remains to solve Maxwell's equations (2.15). It fol
lows from (2.5), (3.6), and (3.12) that dZ 2 =O. Thus 
from (2.16) and (3.1) we conclude that F3 = const. With 
the help of (3.2b) and (3.7) we may write 

(3.25) 

where 0~ is a real constant. 

4. CONCLUSION 

In a conformally flat space-time in which the source 
free Einstein-Maxwell equations (1.1) are satisfied for 
a nonnull electromagnetic field there exists a system 
of coordinates (u, z, z, 11) with respect to which the me
tric and electromagnetic field have the form 
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ds2 = 2(1 + tkUV)-2dudv - 2(1 + tkZZ)"2dzaz, (4.1) 

F = (h)1/2e i
<t>[ (1+ hUV)"2duAdv - (1+ tkZZ)"2dzAaz] , 

(4.2) 

where k > 0 and ¢ are arbitrary constants. By means of 
the coordinate transformation 

U = -I2xo, v = xl[ -12(1- tA2xOX1)]-1, 

Z =-I2A-leiXx2 cot (tAX2 - h), 

where A = tlk, we recover Robinson's metric (1.2a) and 
electromagnetic field (1.2b). 

Note added in proof. Dr. H. Stephani has kindly 
drawn the authors' attention to a paper17 where the 
Bertotti-Robinson electromagnetic universe is 
characterized in the same way as Tariq and Tup
perlB using properties of an embedding in a flat 
six-dimensional space. 
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The concept of coherence is analyzed in a system of interacting radiation and matter. Using the projection 
technique, the reduced field density operator is found, and with it the first and higher order field 
correlation functions are computed. It is proved that the inelastically scattered field is, for the most part, 
incoherent in any order at any time interval after collision with an atomic ensemble, except some specific 
time intervals and positions, where the order of coherence is determined by the atomic correlations 
considered. 

Correlations playa fundamental role in the concept of 
higher order coherence in the Glauber sense. 1 The 
present paper reports some results in exploring this 
concept of coherence in a system of interacting radia
tion and matter. 

The question is whether an initially coherent laser 
beam preserves its coherence (and if so, to what order) 
after being inelastically scattered by an atomic ensem
ble, The answer-as can be expected-given by this 
paper is, in general, also negative. The scattered field 
is incoherent to any order in most of the time intervals 
after the collision at most of the points different from 
the origin of the scattering system. 

The scattered field is coherent, however, in some 
specific time intervals and positions; the order of co
herence in these cases is determined by the atomic cor
relations due-in the first approximation-to the dipole
dipole interactions among the particles in the scattering 
system. The analysis of these specific cases presents 
considerable interest. 

Let us consider an ensemble of N identical three
level atoms (as particle system), ground state Ig), 
intermediate state I h), final state I f), interacting with 
incident (exciting) coherent radiation (we shall only dis
cuss the electric component) 

E;fy;t) =i(~~~) 1/2 en)[ak(O)ei '" _ a;(O)e- i "'], (1) 

where we use Glauber's notations1,2 and Ifl = (k. r -Wkt ). 

The scattered field-after resonant Raman scattering 
the atomic ensemble-is 

E (r .. n_i6(nwk\1I2e(X')[a (O)ei"'j-a+(O)e-i"'i] (2) 
S J' J - k 2Eg V) k k , 

with 

Ifli = (k,r j - wkt j ). 

The necessary and sufficient conditions for coherence in 
the above-mentioned sense are connected with some 
properties-namely normalization and factorization 
properties-of the jth order field correlation functions, 

where Xj=rrj;t j ) and E(-)(xj), E(+)(x y ) are respectively 
the negative and positive frequency parts of Err,; tj) and 
p is the density operator of the whole system in the 
Heisenberg representation. We further suppose that all 
of our detectors are fitted with polarizers and record 
only photons polarized parallel to an arbitrary unit vec
tor e, Thus 

(4) 

However, to find the correlation functions C(j), we do 
not need the density operator of the whole system. All 
the information needed is contained in the reduced field 
density operator a(t). 

To find a(t) we use the projection technique, 3 

.~ap(t) -H (t) 
ltl at - p , 

with H the Liouville operator for the whole 
Hamiltonian 

where 

HF=fl6 wka;ak, 
k 

and f N 

H A =6E IN/I NI=6 Il)(llm' 
I=g m.l 

are the field and atomic Hamiltonians respectively. 

(5 ) 

(6) 

(7) 

(8) 

If we let jj. hi = 01 er If) be the dipole matrix element 
between the atomic states liz) and If), and we let Ilh/ 
be the component of the dipole moment in the direction 
of the electric field, the interaction Hamiltonian can be 
written as 

V=.0.0 mllh/[aZlh)(f Im-aklf)(hl m ], (9) 
k m 

where the Ilgh and Ilgf are missing, because the field 
induces radiative transitions between the states 111) and 
I f) only. Converting (5) into the interaction picture and 
then successively applying the tr A and [) operations on 
it we have 

(10) 
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where y is the Liouville operator for Vet), [) =[1 
-/WA)trAJ is a projector, with/(HA)=e-BHA!trAe-BHA, 

and trA means trace over the atomic ensemble. This 
non-Markoffian equation (10) is valid for all times and 
for any orders in Vet), and has in the second term on 
the right-hand side a generalized collision operator 
containing the memory of the system. 

The solution of (10) up to the second order terms in 
Vet) is performed elsewhere4 and results in a reduced 
density operator in the Heisenberg representation 

(11) 

where k2=2(n,,+ny), n",ny =0,1,2, "', ,90(k(akat)1I2) 
are the zeroth order Bessel functions, and Band Fare 

B =lf21lh/llfh 21Tg(wk)(gh), 

F =lf21lh/ Il/h 21T g(wk)(gf), 

(12) 

with g(wk) a weight function5 and (gh), (gf) the atomic 
correlation functions 

respectively. 

Inserting (11) and (2) into (3) we have 

G (J)( ) (x )~ ~ (n +j - 1)1 
XI;",;X2i =/ l;···;X2Juu ( 1)' 

k2 n=l n - . 

the jth order field correlation functions, where 

( ) 1Tlfi ( )112 
/ Xl;'" ;X2J =2"1 Wk1'" w k2J 

(13) 

(14) 

The necessary conditions for coherence in the Glau
ber's sensei are that the normalized correlation func
tions all have unit absolute magnitude 

1 (J)(. . )1- G(i)(Xli"'iX~) 1 
g xj, ••• ,x2J -n21{G(j)(x. ) /2=' 

121 I,XI 
(16) 

while the sufficient conditions are related to the factori
zation property 

G(J) (XI; ••• ; X2i) 

= [* (XI)' •• [*(x i) [(X i+l) ... [(X2J) , 

where [(x,) £re complex functions. 

(17) 

The normalized field correlation functions (16) com
puted with (14) and (15), 
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n(n+1)· .. (n+j-O 
X n l 

eCi-1)[(B-F) / FHn+ll 

X ,9 ~I-I> (18) 

have in general an absolute magnitude different from 
one, and the G(J)(XI;'" ;X2J) field correlation functions 
don't factorize into a product of complex eigenvalues 
as it is required by (17). Thus for the most part of the 
space-time after collision, neither conditions (16) nor 
(17) are met in this resonant Raman scattering 
problem. 

Therefore, the conclusion-as it was expected-is 
that the scattered radiation at most of the time intervals 
after tl (incident time) and at most of the points dif
ferent than r l (incident position) is in general 
incoherent. 

The scattered/ield is coherent, however, in some 
time intervals and positions other than (r1; t1) depending 
on the specific Band F values of the atomic correla
tions considered. This can be seen by analyzing the be
havior of the normalized field correlation functions 
(18). 

When the conditions (t iol + ... + tv) - 3(tl + ... + t J) 
and (!Pi+l + .•. +!P2J)=(!Pl + .•. + !Pi) are fulfilled in the 
space-time after colliSion, the factor 

6 n(n + 1) ••• (n +j - 1) eCi -1)[(B-F) /FHno1l 
n1 x (}U.,I) , 

n (fo 

can be equal to one, in the event that BexF. This means 
that in some specific space-time points the scattered 
field is coherent to some degree in the Glauber'S 
sense. 

When and where such coherent scattered radiation 
can be found is to be determined by a thorough analysis 
of our higher order correlation functions. Such an 
analysis, and the detailed calculations of the correlation 
functions involved will be published elsewhere. 
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The reduced field density operator for an inelastically 
scattered quantum radiation 
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The projection technique used for setting a non-Markoffian differential equation for the reduced field 
density operator is discussed, and a detailed solution of the equation is found. 

In a recent paperl the author found the first and 
higher order field correlation functions for an inelasti
cally scattered quantum radiation, and discussed some 
of its coherence properties. In order to e}.i:ract the 
relevant information from the jth order correlation 
functions, 

G(j)(x
l
:··· ;X2j ) =tr{pE(-)(x)'" E(-)C,,) 

xE(+)(v ) .. 'E(+)(v )} 
·'\j+l '\'2} , (1 ) 

we needed the reduced field density operator in the 
Heisenberg representation. This task was accomplished 
by the so-called projection technique. 2 The outline of 
this technique and the detailed calculations related to 
the reduced field density operator are the topics of this 
paper. 

Let us consider the same ensemble of N identical 
three level atoms interacting with a coherent radiation, 
as in the previous paper. l The considered field, atomic, 
and interaction Hamiltonians are 

S 

HA =i?EzNz, Nz = ];ill) 01 m' 

l = g, h, I meaning ground, intermediate, and final 
states, respectively, and 

V =66 in I-Lh,ln; 171 >UI m - no If><h 1m], 
k m 

where 

IJ.hf = < II I erlf> , 

(2) 

(3) 

(4) 

being the dipole matrix element between the atomic 
states liz> and 11>, and Ii the electric field polarization 
vector. 

The density operator pet) satisfies the equation 

ih op(t) =Hp(t) 
al ' 

where H is the Liouville operator for the Hamiltonian 
of the entire system 

meaning 

Hp=[H,pl. 

In the interaction picture (5) takes the form3 

(5) 

(6) 

(7) 

iii aXa~) = YX(t), (8) 

where Y is the Liouville operator for the time dependent 
interaction operator 

The reduced field density operator is now 

a(t)=trAx(t), 

where trA means trace over the atomic ensemble. 

(10) 

At t = 0 before the interaction is turned on, the system 
is still considered split into an independent radiation 
and an atomic ensemble, thus X(O) factorizes in direct 
product 

X(O)= a(O)fo{HA ), 

where 

(11) 

assuming the atomic ensemble in thermal equilibrium. 
After the system is coupled, we can write the density 
operator of the whole system in a convenient form 

(12) 

where 

(13) 

with [) =[)2 = [1 - f (HA)tr Al a projector in the operator 
space of the entire system. 

The following rules apply2: 

art) = a+(t), X (t) = x+(t), 

[)X(t)=TJ(t), trAx(t)=a(t), 

[)TJ(t) =TJ(t), trATJ(t) =0, (14) 

[)f(HA )a(l) = 0, tr Af (HA) = 1, 

DHo=HoD, tr AH A f!fiA) = 0, 

tr AH A TJ(I) = O. 

To obtain the equation of motion for art) let us apply 
the tr A and D operations on (8) successivel~'. We have 

oa(t) in-- = tr A y f (H A )a(t) + tr A YTJ(t) , 
at 

iii a~;t) =[)yf(HA)a(t) +[)YTJU), 

(15) 

(16) 

a coupled system of differential equations. Solving (16) 
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with the initial conditions 11(0) =Ox(O) = 0 and substituting 
the solution in (16) we obtain 

da(t) = _ itr A yf (H A )a(t) 
dt 

- trAy!at dTexp(- i/)YT )OYf(HA )a(T), (17) 

a non-Markoffian equation of motion for the reduced 
field density operator. (17) is valid for all times and 
for any orders in V(t) and has a generalized collision 
operator containing the memory of the system in the 
second term on the right-hand side. 

In solving (17) we can easily remove the first order 
term in V(I) because the rules set in (14) and a simple 
renormalization of the unperturbed energy levels, 
which leads us to tr A yf (H A) = 0, a(t) being already 
independent of the tr A operation. The second order term 
in V(t) contained in the collision operator of (17) is 

trAY /d T Oyf(HA)a(t) 
o 

=trA {V(tU:dT V(T)f(HA)a(T) 

- V(tU: dTf(HB)a(T)V(T)}, (18) 

where V(t) is defined in (9). Inserting (9) into (18) we 
have 

t 

trAY JodT!hf(HA)a(T) 

= _/[2/lhf iJ. fh "6 "6 trA {[ I h)(J1 ",a;(t) -If )<h I ",a,,(t)] 
_,k'm,l 

x J: rlT [(I h)(J I,a;/ T) - If)<h Ilak' (T»f (HA )a(T) 

- f(HA )a( T)( I h)(J I,a;,( T) - If)( h Ila".(T»]}, (19) 

where a,,(t) = ak(O) exp[ - i(w k - w.)t] with /[ws = fh - fj" 

Taking into account all the relevant commutation rules, 
namely, 

[o",a;,] = 0"., , trAlh)(J1 =(Jlh)=ofh, 1:lh)<hl =1, 

the only nonzero terms in (19) are 

trAY / dd)Yf (HA)a( T) 
o 

= _/[2 /lhf iJ./ h 1: 1: tr A 
k,k' m,l 

x{ I h )(JI m If >< h I J(HA )j: o;(t)o",(T)a( T)dT 

- I h )(fl mf(HA) If)( h I,f: a;(t)a(T)a",( T) dT 

+ IJ)( him I h)(J l,f(HA )/ a.(t)ak,( T)a( T) dT 
o 

- If)( h I mf(H A) I h)(J 1,1: a,,(t)a( T)o;, (T) dT}, (20) 

The summation over all the k' modes-which are 
assumed to be closely spaced with a density g(w",)-can 
be converted into integration, 

'\' . +~ 

L1 { ••• } => f-~ g(wk ,){ , •• } dw",. 
k' 

Performing the indicated integrals and inserting (20) 
into (17) we have for the reduced field density operator 
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da(!) = "6B[a,,(O)a(l)aZ(O) -a;(O)a,,(O)a(t)] 
dt • 

with 

+ F[a;a(t)o. - aka;a(t)] 

B= /[2 J.L hf iJ.;h27Tg(w,,)(gh) , 

F =n2 
J.Lhf J.L'h 2rrg(W,,) (lif). 

(21) 

(22) 

The (gh) and (gf) are the atomic correlation functions 

~ (I I I exp( - (3HA) ) (gh)=t r k 0 h)U mlJ)(h It (-;3H) , 
mol rAexp A 

~ ( I I exp( - (3HA ) I I ) (gf) = tr A L1 h)(J m t (_ (3H ) f)( hI' 
m,1 r A exp A 

(23) 

Performing the indicated traces, the numerical 
values of (gh) and (gj) can be easily obtained by a 
relatively simple computer program for any value of N, 
thus Band F are well-defined numbers. 

Using the P representation4 for a(t), 

a(a, a+, t) = f a(a)(a, a* ,t) I a)< a I d;a, 

we find from (21) a Fokker-Planck type differential 
equation for the antinormal associated functions 
(fla)(a,a*,t), 

--= G-a-F-~-a*+F-·- 0"0) 
aa(a) {a a a2 

} 

at (la ilQl* ilaiJa*' 

(24) 

(25) 

and introducing new variables 0' = (x + iy l, a* = (x - iy l, 
(25) becomes 

Gala) ={(G -Fl[1 +!x~ +! y~J 
at 2 ox 2 ily 

+!:(_.iJ
2 +~)}a(a). 

4 (lx2 oy2 

The solution of (26) is sought in the form ofs : 

cra) = e-Ate-" (x
2

+y2) /2N(x, y). 

Thus for N(x ,y) we immediately have 

a2
N a2N 

-+-+k2N=0 
(lx2 oy2 

(26) 

(27) 

(28) 

with /l=2(G -F)/F and the condition that k 2 =4A/F 
should be an integer. Letting N = X(x) Y (y ), the general 
solution of (28) is 

which leads us to 

(29) 

Therefore, the antinormal associated function (7<a)(a, a*, 
t) is 

a~~) = exp[ - (F/4)k2t] exp{[ -(G _ F)/ F]V + y2)} 

x7T9a(k,r) 

withr=(x2+yZ)1/Z, A=(F/2)(m +rn )=(F/4)k2 

(30) 

x y , 

m x ' my = 0, 1,2, ... , and 9 a(kr) the zeroth order Bessel 
functions. 
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Finally from (30), because of (24), we obtain the 
sought solution of (21) by replacing all the CI' by a

k 
and 

all the Cl'* by a;, and putting them in antinormal 
order 

(31) 

This is the reduced field density operator for the system 
under consideration up to the second order terms in V(t). 
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A consequence of the invariance of Biot's variational 
principle in thermal conductiona) 

K. E. Lonngrenb) 

Mathematics Research Center. University of Wisconsin. Madison. Wisconsin 53706 

H. C. S. Hsuan 

Plasma Physics Laboratory. Princeton University. Princeton. New Jersey 08540 

The invariance of Biot's variational principle in thermal conduction suggests that this variational principle 
can be formulated in terms of a self-similar variational principle. This work presents such a derivation and 
applies it to a thermodynamics example. 

In a series of papers which have been recently sum
marized in a book, 1 Biot has derived a variational prin
ciple ("BVP") for thermal conduction systems and has 
applied it to several problems. 1 The principle is quite 
general in philosophy, and one could easily think of 
finding applications for it in such diverse fields as ther
modynamics, plasma physics, distributed transmission 
line calculations, fluid dynamics, etc. We therefore 
feel compelled to examine some of the implications of it 
to ascertain if some important computational techniques 
can be uncovered. It turns out that the property of in
variance allows one to cast the original BVP which is in 
spatial and temporal dependent variables x and t re
pectively into a self-similar BVP which is in terms of 
the self-similar variable ~ = ~ (x, t). 

Following Biot, 1 we write the law of conservation of 
energy as 

(1 ) 

where c is the heat capacity per unit volume, fJ is the 
temperature, and H is the heat displacement. We use 
subscript notation for differentiation. Equation (1) must 
also be satisfied for any variation 

(2) 

Heat conduction is given by 

fJ" + (l/k)H t = 0, (3) 

where k is the thermal conductivity. 

Multiply (3) by the variation OH and integrate over the 
volume of the medium (we shall assume a semi- infinite 
volume which extends from x=O to x=ao): 

J :[fJ" + (l/k)Ht ]oH dx=O. 

Integrating the first term by parts yields 

J~[- fjoH" + (l/k)HtoH]dx=- 80HI~· 
o 0 

Eliminate fJ between (1) and (5): 

J ~ {(1/ c)H"oH" + (1/ k)HtoH}dx = (1/ c)H/jH I ~. 
o 0 

This is the BVP. 

a)Sponsored in part by the NSF Grant No. ENG 76-15645, 
USERDA, Contract No. 11-1-3073, and the United States 
Army under Contract No. DAAG29-75-C-0024. 

b)On leave from the University of Iowa. 

(4) 

(5) 

(6) 

The BVP is amenable to treatment by self-similar 
techniques, in particular to a transformation with a 
one-parameter Lie group defined by 

(7) 

where a is the parameter and 0', {3, and yare constants 
which are to be determined, It is known that the invari
ants of this group are identical to the self-similar vari
ables2-4 

(8) 

Substituting (7) into the BVP (6), we obtain 

a:o--aJ roli_oli_d"? + a'2a+e.-'j ooli_oli ax = a:o--ali-olil ~ (9) 
o x x 0 t x 0' 

where we have assumed c and k are constants, This is 
probably not a severe limitation as we have treated non
linear and inhomogeneous partial differential equations 
previously. 5,6. The variables have also been normalized 
such that c and k become one. We now make use of the 
invariance property of the BVP. The transformation is 
invariant under (7) if 

20' - {3=2a + {3- Y 

or {3/Y=i. 
(10) 

Substituting the invariants (8) into (6) and including 
the results of (10), we write 

J ¢IO</>Id~ +J~[(a/Y)</> - ~ </>/2]O</>d~ = </>I 0</> 100. 
000 

The first term can be integrated by parts to yield 

J ~[</>u + ~</>/2 - (a/y)</> ]o</>d~ = [</>o</>/ - </>I C</>] r. 
o 0 

(11) 

(12) 

In transforming from the BVP to the self-similar 
BVP, we note that there has been a "consolidation" of 
boundary conditions, namely H(x, t = 0) and H(x = ao, t) 
have consolidated to </>(~ = ao). For the case where the 
variation is zero at the boundaries, the resulting 
Euler-Lagrange equation is found: 

(13) 

The solution of this is known and can be written in terms 
of complementary error functions of various order. 7 

The order is determined by the parameter a/y, 

The final solution can be written by combining (8), 
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(10), and this solution of (13). The choice of aiy will 
be dictated by, say, a second boundary condition at x = 0 
or a conservation law. For example, the requirement 
that H(x, t) be time independent at x = 0 specifies from 
(8) that 0!/y=0 and the final result is 

H(x, t) = A erfc(xi2,1T). (14) 

The requirement that e(x, t) be time independent at x = 0 
specifies from (1) and (8) that O!/y =-L and the final re
sults is in terms of the integral of (14). Finally for 
cases where a conservation law such as J H dx = const or 
J edt = const must be satisfied, we note that this con
servation law must be invariant under transformation. 8 

Applying (7) to either of these, we find that O!/Y = - i 
and the final result is 

(15) 

In conclusion, we have shown that the invariance of 
the BVP allows one to cast the original BVP into its 
self-similar form immediately. This application of 
self-similarity to variational calculations does not 
seem to have been noted previously. We observe that 
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by applying the techniques at this variational stage of a 
calculation reduces the computational work in self
similar calculations. 
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A kinetic formulation of the three-dimensional quantum 
mechanical harmonic oscillator under a random perturbation 

loannis M. Besieris and Wojciech B. Stasiak 

Virginia Polytechnic Institute and State University, Blacksburg, Virginia 24061 

Frederick D. Tappert 

Courant Institute of Mathematical Sciences, 251 Mercer Street, New York, New York 10012 
(Received 18 July 1977) 

The behavior of a three-dimensional, nonrelativistic, quantum mechanical harmonic oscillator is 
investigated under the influence of three distinct types of randomly fluctuating potential fields. 
Specifically, kinetic (or transport) equations are derived for the corresponding stochastic Wigner equation 
(the exact equation of evolution of the phase-space Wigner distribution density function) and the stochastic 
Liouville equation (correspondence limit approximation) using two closely related statistical techniques, the 
first-order smoothing and the long-time Markovian approximations. Several physically important averaged 
observables are calculated in special cases. In the absence of a deterministic inhomogeneous potential field 
(randomly perturbed, freely propagating particle), the results reduce to those reported previously by 
Besieris and Tappert. 

1. INTRODUCTION 

In a previous paper, 1 referred to in the sequel as 
Paper I, kinetic equations were derived for the stochas
tic Wigner equation (the exact equation of evolution of 
the phase-space Wigner distribution density function) 
and the stochastic Liouville equation (correspondence 
limit approximation) associated with the quantized non
relativistic motion of a particle described by a stochas
tic Schrodinger equation having a deterministic back
ground potential field independent of the space and time 
coordinates. It is our purpose in this paper to lift the 
latter restriction and investigate specifically the be
havior of a three-dimensional quantum mechanical 
harmonic oscillator experiencing a random perturbation. 

Consider the stochastic Schrodinger equation 

iPift ljJ(x, t; a) = Hop (x, - iii :x' t; a) ljJ(x, t; a), 

i'>lo, xcR 3, (l.la) 

(1. Ib) 

(1. I c) 

Here, the Hamiltonian Hop is a self-adjoint, stochastic 
operator depending on a parameter a EO: A; (A, F, P) 
being an underlying probability measure space, In acjdi
tion, ljJ(x, t; a), the complex random wavefunction, is an 
element of an infinitely dimensional vector space H, 
and V(x, t; 0) is the potential field which is assumed to 
be a real, space- and time-dependent random function. 

In the course of this work we shall deal explicitly with 
the following three distinct categories of the potential 
field: 

(i) V(x, I; a) = ~1?x2 + oV(x, I; a), (l,2a) 

(ii) V(x, t; a) = ~!?x2[1 + oG(t; all, (L 2b) 

(iii) V(x, t; a) = ~1?[x- aoH(t; a)]2, (1. 2c) 

where x = I x I, 1? is a positive real constant number, and 
a is a fixed vector quantity, The first category corre-

sponds to a linear harmonic oscillator immersed in a 
zero-mean, space- and time-dependent, random poten
tial field 0 V(x, I; a); the second one is the case of a 
harmonic oscillator whose frequency is modulated by 
the zero-mean, time-dependent, random field /lG(t; a); 
finally, the third type of potential is assoc iated with a 
harmonic oscillator whose equilibrium position is per
turbed via the zero-mean, time-dependent, random 
function oH(t; a). (This is also closely linked to the 
Brownian motion arising from a randomly forced 
harmonic oscillator, ) 

The random quantum mechanical harmonic oscillator 
problem corresponding to potential fields of types (ii) 
and (iii) has already been investigated extensively by 
several workers under specific restrictive assumptions 
regarding the random processes oC(t; a) and oH(t; 0). We 
cite here the early treatment of the Brownian motion of 
a quantum oscillator by Schwinger,2 and the quantum 
theory of a randomly modulated harmonic oscillator by 
Crosignani ct al. 3 and Mollow.4 A more complete ac
count of the statistical analysis of the quantum mechani
cal oscillator, with applications to quantum optics, can 
be found in the recent review article by Agarwal. 5 

Besides its generic significance in quantum mechan
ics, the random harmonic oscillator is of fundamental 
importance in other physical areas since it provides a 
dynamic model incorporating salient features common 
to all of them. For example, Schrodinger-like equations 
of the form (1. I) and (L 2) playa significant role in 
plane and beam electromagnetic and acoustic wave 
propagation. They are usually derived from a scalar 
Helmholtz equation within the framework of the 
parabolic (or small-angle) approximation. Statistical 
analyses of optical wave propagation in randomly per
turbed lenslike media have been undertaken by 
Vorob'ev,6 Papanicolaou ct al., 7 McLaughlin, 8 Beran 
and Whitman, 9 and Chow. 10 Along the same vein, start
ing from a space-time parabolic approximation to the 
full wave equation, Besieris and Kohlerl1 have recently 
considered the problem of underwater sound wave prop
agation in the presence of a randomly perturbed 
parabolic sound speed profile. 
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It is our intent in this paper to present a unified 
stochastic kinetic analysis of the random harmonic 
oscillator, which is equally applicable to the three 
types of potential field in (1.2), without imposing physi
cally unjustifiable restrictions on the random processes 
15 V, I5G, and I5H. Special emphasis will be placed on the 
additional effects contained in our formulation as com
pared with previously reported results. Finally, it 
should be pOinted out that although the discussion in this 
paper is restricted to the quantum mechanical random 
harmonic oscillator, the main results are also applica
ble to other physical problems by virtue of the state
ments made in the previous paragraph. 

2. THE STOCHASTIC WIGNER DISTRIBUTION 
FUNCTION 

The phase-space analog of the equal-time, two-point 
density function for a pure state, 

(2.1) 

is provided by the Wigner distribution function which is 
defined as follows 12 : 

fix, p, t; a) = (27Tnt3 i~3dy exp(ip· y/ll) 

xp(x+iy,x- ~y,t;aL (2.2) 

This quantity is real, but not necessarily positive 
everywhere. It can be shown (cf. Appendix A; also Ref. 
13), in general, that If(x, p, l; a) I '" (n7Tt3 for any 
realization 0' Eo A. Provided that fix, p, t; a) is normal
ized (to unity), this means that the Wigner distribution 
function is different from zero in a region of which thE' 
volume in phase space is at least equal to (n7T)3. Hence, 
fix, p, t;a) can never be sharply localized in x and p. 
This situation is a reflection of the uncertainty 
principle. 14 

The total wave energy and wave action are given in 
terms of the Wigner distribution function as follows: 

E= iR3dxjR3dpH(X,p, t; a)f(X,p, I; a), 

A = i R3 dx i R3 dpf(x, p, t; a), 

(2.3a) 

(2,3b) 

Here, H(x, p, t; a) is the Weyl transform of the operator 
Hop and is given explicitly as 

H(x,p, t; a) = 2~ p2 + V(x, I; a), p= [p[, (2.4) 

The total wave energy is not conserved since the poten
tial field is assumed to be time dependent. On the other 
hand, the total wave action is conserved because of the 
self-adjointness of the Hamiltonian operator, a proper
ty satisfied by the three types of potential fields in 
(1. 2), 

The time evolution of the Wigner distribution function 
is governed by the equation 

Cl at fix, p, l; a) = Lf(x, p, t; a), (2.5a) 

Lf(x p t· a) = - ~ p. ~ f(x, p, t; a) + af(x, p, t; a). , , , m ax 

(2,5b) 

The potential-dependent term on the right-hand side of 
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(2. 5b) can be cast into the following three useful 
representations: 

(i) af(x, p, t; a) = i R3 dp' K(x, p - p', t; a)f(x, p', t; a), 

K(x, p, t; a) = (iflt1(27Tnt3 iR3dy exp(ip, yin) 

x[V(x- ~y,t;a)- V(x+~y,t;al1; 

(ii) af(x, p, t; a) = (ifft1 (27T1l)-3 i R3 dy exp(ip , y Ill) 

xp(x + iy, x- h, t; a) 

(iii) 

x[V(x- ~y, t; a) - V(x+ h, l; 0')1; 

2 
8f(x, p, t; a) = V(x, t; a) fr 

XSin[!!.(a 01 \If(X p t· a). 
2 Clx apjJ ", 

We shall refer to the exact equation of evolution of 
f(x,p, t; ad as the stochastic Wigner equation. 

(2,6a) 

(2.6b) 

(2.6c) 

It is seen from (2. 6c) that in the correspondence limit 
(fl-O), 

W(x, p, t; a) = :x V(x, t; a) . :p fix, p, t; a) + O(fl2). 

(2.7) 

Within the limits of this approximation, we shall refer 
to (2.5) as the stochastic Liouville equation. 

We shall next list the specific realization of 
W(x,p, t; a) corresponding to the three choices of the 
potential field V(x,t;a) in (1.2): 

(i) 8f(X,P,t;a)= (kX' :p + a: OV(x, I; a») 

Xf(x,p,t; a) +oW); (2.8a) 

(ii) 8f (X,P,t;a)=(kX' :p +kG(t;a)x' :p) 
Xj{x,p,l;a); 

(iii) 8j{x,p, I; a) = (kX' :p - kI5H(t; a)a' :p) 
Xf(x,p, t; a). 

It should be noted that the last two expressions for 

(2.8b) 

(2.8c) 

W(x, p, t; a) are exact. This is due to the special forms 
of the representations for V(x, t; a) in (1. 2b) and (1. 2c). 

3. GENERAL EQUATIONS FOR THE MEAN 
WIGNER DISTRIBUTION FUNCTION 

The stochastic Wigner distribution function f and the 
operator L [cf. Eq, (2. 5a)] are next separated into 
mean and fluctuating parts: 

fix, p, I; a) = E{j(x, p, t; a)} + I5f(x, p, I; a), (3. 1a) 

L=E{L}+I5L. (3.1b) 

On the basis of the first-order smoothing approxima
tion,17-19 one obtains the following general kinetic equa
tion for the ensemble average of f: 
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(:t -E{L})E{f(X,p,t;a)} 

-It dT E{OL(t) exp[TE{L} loL(t - T)}E{j(x, p, f - T; a)}. 
o 

(3.2) 

In deriving (3.2) it has been assumed that of(x,p, 0; a) 
= 0 and that E{L} is independent of the time variable. 
[The latter condition is satisfied for the three types of 
potential fields prescribed in (1. 2) J. This kinetic equa
tion is uniformly valid in time. The right-hand side of 
(3.2) contains generalized operators (nonlocal, with 
memory) in phase space. 

Various levels of simplification can be obtained by 
introducing additional constraints. For example, the 
long-time Markovian results in the simpler kinetic 
equation 

(:t -E{L})E{f(x,p,t;a)} 

["'dT E{oL(t) exp[T E{L} JoL(t - T)} 
o 

Xexp[ - TE{L} ]E{f(x,P, t; a)}. (3.3) 

This particular functional form is due to Van Kampen. 20 

It should be pOinted out, however, that this expression 
is identical to Eq. (303) of Paper I. A detailed discus
sion of the long-time Markovian approximation can be 
found in Refs. 20 and 21. Here, we mention simply that 
in addition to the usual assumptions entering into the 
first-order smoothing approximation (cf. Refs. 17 -19), 
the derivation of (3.3) presupposes that E{f} vary slow
lyon the scale of the correlation time of oL. 

Having established an expression for the mean Wigner 
distribution function by solving either of the above 
kinetic equations, physical observables, such as the 
average probability density, the average probability 
current density, the centroid of a wavepacket, the 
spread of a wavepacket, etc., can be found by taking 
appropriate phase -space moments (cf. Paper I). 

If the mean Wigner distribution function is normalized 
to unity, i. e. , 

fR3dxfR3dpE{f(x,p,t;a)}=I, (3.4) 

the following general relationship holds: 

D2(t) '= (2rr 1t}3 fR3 dx fR3 dp [E{f(x, p, t; a)}J2!S 1. (3.5) 

[A proof of (3.5) is outlined in Appendix B. J Equality 
holds if and only if E{f} is a "pure" state. OtherWise, 
E{f} is said to represent a "mixed" state, and D (which 
we shall call the degree of coherence) is less than unity. 

4. KINETIC THEORY FOR THE STOCHASTIC 
WIGNER EQUATION 

The results of the previous section are speCialized 
here to the stochastic Wigner equation (2.5) correspond
ing to the potential field given in (1. 2a), viz., Vex, t; a) 
= tkx2 + 0 vex, t; a). It is convenient to use for this 
purpose the representation (2. 6a) for W(x, p, t; a). 

A. The first-order smoothing approximation 

The mean and fluctuating parts of the operator L in 
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(2.5) are given explicitly as follows: 

1 a a 
E{L} = - mP' ax +kx' ap' (4.1) 

oL = fR3dP' oK(x,p -p', t; a)('), (4.2a) 

oK(x, p, t; a) = (ili)-1(2rrllt3 fR3 dy exp(ip· y /Il) 

x [OV(x - ty, t; a) - OV(x + ty, t; a)]. 

(4.2b) 

Introducing (4.1) and (4. 2a) in (3.2), we determine the 
following equation for the ensemble average of the 
Wigner distribution function within the framework of 
the first-order smoothing approximation: 

(a 1 a a) at + m P ' ax -kx· ap E{f(x,p, I; a)}= 8E{/(x,p, t; a)}, 

8E{j(X,p,t; a)} 

= fot dT fR3 dp' fR3 dp" E{ oK(x, p - p' , t; a) 

x oK[x coswoT - (p' /mwo) sinwoT, xmwo sinwo T 

+ p" COSWoT - p" ,t - T; a nE{f [x COSWo T 

- (p' /mwo) sinwoT, p", t - T J}, 

(4.3a) 

(4.3b) 

where wo= (k/m)1/2. In deriving this equation we have 
made use of the well-known propagator property 

exp rT(_ ~p, ~ + kx, ~)JJ;(X p) L m ax (lp , 

= g[x COSWoT - (p/mwo) sinwoT ,xmwo sinwoT + p coswoT J. 
(4.4) 

For the sake of simplicity, we shall assume that 
oV(x, I; a) [which enters into (4. 3b) via the defining 
equation (4. 2b) J is a spatiallv homogeneous, wide -sense 
stationary random process, viz., 

r(y, T)=E{OV(X, I; a) 6V(X-y,t-T;a)}. (4.5) 

The correlation function is even in both y and T. In our 
subsequent work we shall require the spectrum [i. e. , 
the space -time Fourier transform of r(y, T)], viz., 
f(p,u)=F4{r(y, Tn. It is related to the space-time 
Fourier transform of 6V(x, t; a), viz., <5 V(p, u) 
=F4{oV(x,t; a)} in the following manner: 

E{OV(p, u) 0 V(p', u')}= 6(p + p')6(u + u')f(p, u). (4.6) 

It should be noted that t(p, u) is real, nonnegative, and 
even in both p and u. 

The operator 8 on the right-hand side of (4.3a) can 
now be evaluated explicitly. The resulting kinetic equa
tion for the mean Wigner distribution function assumes 
the following form: 

(~ + ~p. ~ -kx· ~)E{f(X p t· a)} at 111 ax ap , , , 

=~ ~dP' .ifdTQ(X,P,P"T)(E{f[XCOSWoT-t(p+p/) 

x _1_ sinwoT, -t(p -p') +xmwosinwoT + t(P +P') 
111Wo 

XcoswoT, t - T; a]} -E{r[X COSWoT -t(p + p') 
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1. 1 
X mwo smwoT, + 2(P - p') + xmwo sinwoT + ~(p + p') 

XCOSWoT,I-T,aJ}), (4.7a) 

Q(x, p, p' , T) == (21Tti)-3 f dy r(y, T) 
~3 

x COS [Y . (p - p') / 11+ (p - p') 

X (x coswo T _ ~(p + p') _1 - sinwo T _ X)l lfi]. 
mwo V' 

(4.7b) 

This rather formidable integrodifferential equation con
stitutes a uniform approximation, valid for any value 
of time, from which short and long time limiting cases 
can be considered. (The latter will be dealt with in de
tail in the following subsection.) The right-hand side of 
(4.7) contains a generalized operator (nonlocal, with 
memory) in phase space due to the presence of random 
fluctuations in the potential field, as well as to the in
teraction of these random inhomogeneities with the de
terministic profile of the potential field. No special as
sumptions concerning the scale lengths of the potential 
fluctuations have been made in deriving (4.7). The only 
condition (which is implicit in the first-order smoothing 
approximation) is that the potential fluctuations be suf
ficiently small. Finally, it should be noted that in the 
limit Wo - 0 (absence of deterministic inhomogeneities), 
(4.7) coincides with Eq. (4.5) of Paper 1. 

B. The long-time Markovian approximation 

By imposing additional restrictions, the kinetic equa
tion (4.7) can be Simplified considerably. The long
time Markovian approximation [cf. Eq. (3 0 3) J yields the 
following expression: 

-+ _po - -l?x. ~ E{f(X p I' a)} 
(

(1 1 2 ;:» 

a I III rJX ap" , , 

== J dp' W(x, p, p')[E{r(x,p', I; a)} -E{r(X, p, I; a)i 1, 
R3 

(4.8a) 

W(x,p,p')== ;2 [~dTf'(P-P"T)COS[(P-P'),(xcoswoT 
(4.8b) 

where r(p, T) is the spatial Fourier transform of the 
correlation function r(y, T). 

Equation (4.8) has the form of a radiation transport 
equation, or a Boltzmann equation for waves (quasi
particles in phase space). The expression for the 
transition probability [cf. Eq. (4. 8b) 1 is space-depen
dent (in contradistinction to the case of a potential field 
having a constant deterministic part), and obeys the 
principle of detailed balance, viz., W(x, p, p') 
== W(x,p' ,pl. The latter implies conservation of prob
ability (total mean action). 

The integration over T on the right-hand side of 
(4.8b) can be carried out explicitly resulting in the 
following more revealing form for the transition 
probability: 
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~ 

W(x,p,p')== .0 Wn(x,p,p'), 
n=-oo 

Wn(X,p,p')== ?; J"(~)cos(* -n~){costl(O+ ~)J 
x f(p - p', nfiwo) - sin~l (0 + ~)] 

r H(P - p' , nfiwo) }, 

a == {[X· (p _ p') 12 + [(j)2 _ j)'2)/(2mwO)j2]'/2, 

b == x . (p - p' ), 

0= tan- 1 [ -2mwulJ/(p2 _p,2) I. 

(4.9a) 

(4.9b) 

(4.9c) 

(4.9d) 

(4. ge) 

I n in (4.9b) denotes an ordinary Bessel function of the 
nth order, and r~p - p', n fiwo) is the Hilbert transform 
of the spectrum r(p -p' ,11fiwo) with respect to the sec-
0nd argument, viz., 

• 1 f~ h· w) 
rH(',nnwo)==-P dw iz 0 

1T _0< W - 11 2"-'0 
(4.10) 

The representation of the transition probability W in 
(4.9a) as an infinite sum is a manifestation of the dis
crete nature of the quantum mechanical stochastic 
harmonic oscillator. The term W n , for example, can 
be interpreted as the transition probability of the scat
tering event that changes the energy of the particle by 
an amount equal to nfiwo• 

If the correlation function r(y, T) decreases rapidly in 
T, so does the spectrum r(p, u) in 11, and its Hilbert 
transform {-H(P, u) with respect to its second argument. 
Under these conditions, since the Bessel functions and 
the sinusoidal terms in (4. 9b) are bounded, it is possi
ble to approximate the transition probability Win (4.9a) 
by a sum of the first few terms, i. e. , 

N 

w== 6 W n, (4.11) 
n-=-N 

where the integer N can be estimated from our knowl
edge of the correlation time of the random process 
oV(x,t;a). 

It is clear from (4. 8b) that in the limiting case Wo - 0 
(stochastically perturbed free particle), 

2 f~ - [(p2 P'2) ] W(p, p') == fi2 0 dT r(p - p', T) cos T 2m - 2m fi, 

(4.12) 

which, upon integration, yields the following expression 
for the transition probability, 

21T A ~ /J2 /)'2) W(p p')= - r p-p' - --, fi '2m 2m 
(4.13) 

[cf. Eq. (4.7), Paper Ij. The same result can be also 
obtained from (4.9) provided that the operations limwo • o 
and infinite summation are not interchanged. 

We shall close this subsection with the following re
mark: If the lower limit in the integral on the right
hand side of (4.8b) were replaced by _00 (this corre
sponds to the speCification of initial data at t == - 00 in
stead of 1=0), the expression for Wn in (4.9b) would 
be modified as follows: 
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Wn(x,p,p') = ~1T In(;)cos(i -n~ cos[n(o + n] 
xr(p-p',nnwo)' (4.14) 

The terms in (4. 9b) proportional to the Hilbert trans
form r\(p-p',nnwo), which are absent in (4.14), can 
be interpreted as representing the effect of "switching 
on" the interaction between the random fluctuations of 
the potential field and the inhomogeneous deterministic 
background at the finite time t = O. In the special case of 
a potential field with a constant deterministic part, one 
has the relationship 

(4.15) 

for the transition probabilities corresponding to initial 
data prescribed at to = 0 and to = - co, respectively. 
(LTMA is an abbreviation for the term long-time 
Markovian approximation.) 

C. Kinetic equations in special cases 

We shall derive here the explicit form of the kinetic 
equation in the long-time Markovian approximation 
limit for several special types of the random function 
oV(x, I; a). 

Case (i): oV(x, t; a) has o-function correlations in 
time. 

Let r(y, T) = y(y)O(T). It follows, then, that rep, u) 
= yep), where yep) is the Fourier transform of y(y). The 
transport equation (4.8) specializes in this case to 

(
ill (! a) - + -p . - - kx . - E{j(x p by.)} at m ax ap , , , 

= 1 dp' W(p,p')[E{j(x,p', t; a)} -E{j(x,p, t; cd}], 
R3 

(4. 16a) 

W(p,p')= ;2 yep -p'). (4. 16b) 

The right-hand side of (4.16a), with W given in (4. 16b), 
is identical to Eq. (5.1) of Paper I. It is, therefore, 
due solely to the random fluctuations of the potential 
field. The terms in the more general kinetic equation 
(4.8) arising from the interaction of the deterministic 
profile and the random fluctuations of the potential field 
are completely eliminated in this special case. 

The spectrum yep) is real, nonnegative, and even. As 
a consequence, the transition probability W(p,p') [cf. 
Eq. (4. 16b)] is real, nonnegative, and obeys the 
(detailed balance) property W(p,p')= W(p' ,pl. The 
latter implies conservation of probability (total mean 
action). On the strength of the principle of detailed 
balance, together with the nonnegativity of the transi
tion probability, it follows, also, that the degree of 
coherence introduced in Sec. 3 is a monotonically de
creasing function of time, viz., (d/dt)D(t) <:: 0. 22 

The scattering rale (also called the extinction coef
ficient or collision frenquency) is defined in general as 

(4.17) 

In the case under consideration here, the scattering 
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rate is independent of p and is given by 

1 
v= II2 yeO). (4.18) 

Using this result, (4.16) can be rewritten in the follow
ing form: 

- + -p' - -kx, - + .. 2 yeO) E{j(x,p,t; a)} (
a 1 a a 1 ) 
at m ax ap n 

= :21 dp'Y(p - p')E{j(x,p', t; a)}. 
R3 

(4.19) 

Starting from the convolution-type integro-differential 
equation (4.19), with the prescribed initial condition 
E{j(x,p,O; a)}=!o(x,p), it is possible to determine a 
Green's function G(x,x' ,p,p', t) such thae4 

E{j(X,p, t; 0')}= JR3dx' iR3dP' G(x,x' ,p,p' ,l)fo(x' ,p'). 

(4.20) 

This is a useful expression because, for specific statis
tics y(y) [or, equivalently, Y(p)] and initial datafo(x,p), 
physically important averaged observables can be found 
directly from (4.20) by taking phase-space moments, 
without having to solve first explicitly for the mean 
Wigner distribution function. (This procedure is illu
strated in Appendix C. ) 

It can be shown by means of the Donsker-Furutsu
Novikov26

-
28 functional method that for a potential field 

fluctuation 0 Vex, t; a) which constitutes a 0 -correlated 
(in time), homogeneous, wide-sense stationary, Gauss
ian random process, the kinetic equation (4.16) for the 
mean Wigner distribution function is the exact statisti
cal equation. (The proof will not be presented here 
since it is similar to that given in the Appendix of Paper 

.r. ) 
Case (ii): 0 Vex, t; a) has no time dependence. 

Assuming that r(y, T)=Y(Y), we have r(p,u)=y(p)o(u). 
The transition probability W becomes 

W( ,) 2 A( ,) j- d (a sin(woT+ 0) - b) x,P,P = 1f2 YP-P TCOS If ' 
o 

(4.21) 

where a, b, and 0 are defined in Eqs. (4. 9c)-(4. ge). 
It must be pointed out that the condition for the applica
bility of the long-time Markovian approximation [i. e. , 
E{j} should vary slowly on the scale of the correlation 
time of oV(x,t; a)] is clearly violated in this case. In 
this sense, (4. 21) should be considered only as a for
mal result. Finally, in the limit as Wo - 0, (4.21) re
duces to Eq. (5.4) of Paper I, viz., 

W(p p')= - y(p-p')o - _ - . 21T (P2 P'2) 
'If 2m 2m (4.22) 

Case (iii): OV(x,t; a) has o-function correlations in 
space. 

• Let r(y,T)=(21Tnyo(y)y(T). It follows, then, that 
r(p,u)= y(u), where Y(u) denotes the time Fourier 
transform of yeT). The mean Wigner distribution func
tion evolves in time according to (4. 8a), with the 
transition probability given by 
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W(x,p,p')= 6 Wn(x,p,p'), (4.23a) 
n="'--

Wn(x,p,p') = !rr In(~)cOS(H - ni){cos [n (0 + i) ] 

x Y(nnw o) - sin r' (0 + i) ]yH(nnw O)}' 

(4.23b) 

YH(nnw O) stands for the Hilbert transform of the tem
poral spectrum y(nnwo) [cf. , also, Eq. (4.10)]. 

5. KINETIC THEORY FOR THE STOCHASTIC 
LIOUVILLE EQUATION 

The results of Sec. 3 will now be specialized to the 
stochastic Liouville equation, i. e., Eq. (2.5), with the 
specific realizations of ef(x,p, t; (l') given in (2. 8a)
(2.8c). 

A. V(x, t;a) = 1/2kx2 + 8 V(x, t;a) 

The mean part of the operator L in (2. 5) is given in 
(4. 1). On the other hand, the fluctuating part of L as
sumes the following form, 

oL = ~ 0 V(x t-cr)· ~ + 0(n2) 
ax " ap . 

(5.1) 

On the basis of the first-order smoothing approximation 
only [cf. Eq. (3.2)], one has the kinetic equation 

(i. + ~p, 3.- _ kx. 3.-) Ef >(x p t· a)} at m ilx 2p v , , , 

= ~. [It dT E{~ oV(x t· cl'l_o- oV(x' t - T" ']I)} ap 0 ax ,. ox' , , 

x a~,E{J(X' ,p' ,t - T; ali], (5.2) 

where 

x' = x coswo T - (1/ mwo)p sinwo T, 

p' = P coswo T + mwox sinwo T. 

(5.3a) 

(5.3b) 

By virtue of the homogeneity and stationarity of the 
random function 0 V(x, t; a) (cf. Sec. 4 A), 

{ 
2 a } 22 

E axOV(x,l;a)ax' oV(x',t -T;a) =- oyoy r(y,T), 

(5.4) 

where 

y = x - x' = x(1 - COSWoT) + (1/ mwo)p sinwo T. (5.5) 

Finally, Eq. (5.2) can be written as follows: 

(~+-.!...P·~-kX'~)E{J(X p I'a) of m ax ilp , , , 

= a~ . [l~ dT ~ dy 0 (y - x(1 - coswo T) + m~o p sinwo T) 

x ( ___ 2_ r(y T)\ . (SinWoT ~ cosw T~) 
ay oy ') mwo ax 0 ap 

XE{f(xCOSWoT- ~wpsinwoT,pcoswoT 

+ mwoxsinwoT, t - T; a)}l (5.6) 
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For random fluctuations which are statistically homo
geneous, wide-sense stationary, and 6 correlated in 
time [r(y,T)=y(y)O(T)], the time integration on the 
right-hand side of (5.6) can be carried out explicitly, 
with the result 

(~ + ~p, ~ -kX'~) E{f(x p t· a)} at m ax ap , , , 

= a~ .[D. a~E{J(X,p,t;a)}], 
D= -1lim(~ y(y)). 

y-O ilyay 

(5.7a) 

(5.7b) 

The right-hand side of this transport equation is identi
cal to that in Eq. (6.2) of Paper I, which was obtained 
under the assumption that wo= O. This shows that there 
is no interaction between the deterministic potential 
field profile and the random variations under the pres
ently specified statistical properties. It should also be 
noted that if, in addition to the prescribed properties, 
OV(x, t; a) is a Gaussian process, the kinetic equation 
(5.7) is the exact statistical equation for the mean 
Wigner distribution function within the stochastic 
Liouville approximation. (The proof of an analogous 
statement can be found in the second part of the 
Appendix in Paper I. ) 

Equation (5,7) is a variant of the equation of Kra
mers. 29 A fundamental solution for it can be found by a 
method introduced by Wang and Uhlenbeck. 30 Equation 
(5.7) can be also obtained from (4.19) or, equivalently, 
from the three-dimensional analog of (C1a) (cf. 
Appendix C). If, in the latter, the ter m y(nu) is expand
ed to order n2, and an inverse Fourier transform is 
performed with respect to variables u and q [cf. Eq. 
(C 2)], the ensuing transport equation is identical to 
(5.7). As a result, the expressions for the first- and 
second-order averaged observables listed in Appendix 
C remain unchanged. However, third- and higher-order 
observables calculated on the basis of (Cl) will contain 
terms of at least first order in n, which will be absent 
in the corresponding Liouville approximation. 

In the long-time Markovian approximation, (5.2) 
simplifies to 

(~ + ~p, ~ - kx· ~) E{J(x p t· a)} at In (lx ap , , , 

a (D(l)(X p). ~ +D(2)(X p). 3.-)Ef >(x p t· a)}. - 2p 'ap 'ox V , , , 

(5.8) 

This is a Fokker-Planck equation in phase space. The 
space- and momentum-dependent dyadic diffusion coef
ficients are given by 
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x (_ ~ r( T))SinwoT. 
ayay y, mwo (5.9b) 

Equation (5.8) can be derived by applying the long
time Markovian approximation directly to the stochastic 
Liouville equation. Alternatively, it can be derived 
from the transport equation corresponding to the long
time Markovian approximation of the stochastic Wigner 
equation [cf. Eq. (4.8)] under the restriction that 
oV(x,t; 11') varies slowly in space. This can be done by 
following the method used by Landau to derive the 
Fokker-Planck equation for a plasma from a Boltzmann 
equation (cf. Paper I and Ref. 31). 

B. V(x, t;exl = 1/2kx 2 [1 H G (t;exl] 

The exact stochastic Wigner equation assumes in this 
case the form 

(a 1 a a) - + -p. - - kx' - f(x p t· a) 
at m ax ap '" 

a 
= kOG(t; a)x· ap f(x, p, t; ex). 

One has, then, in the first-order smoothing 
approximation, 

(i. + ...! p' ~ -kx. ~) E{j(x p t· a)} ilt m ax ap , , , 

(5.10) 

=k2~. [[dTr(T)xX,.-a_E{J(X' p' t-T'a)}] 
ap 0 ap"'" 

(5.11) 

where r(T)=E{oG(t; a)oG(t - T; a)}, and x' ,p' are given 
in (5.3). The kinetic equation (5.11) can be rewritten as 
follows: 

- + -p . - - kx . - E{j(x p t· a)} (
a 1 a c) 

at m ax ap , , , 

2 a =k -. 
ap 

• (Si;::T a~ +COSWOT :p)E{r(XCOSWOT 

- _1_ psinwoT, PCOSWoT + mwoxsinwoT, t - T; a)}. 
mwo 

(5.12) 

For a harmonic oscillator whose frequency is modula
ted by a wide-sense stationary, o-correlated random 
process, viz., r(T)=Do(T), where D is a constant, the 
integration on the right-hand side of (5.11) can be per
formed explicitly, yielding32 

(a 1 a a) -+-p·--kX·- E{j(x p t'a)} at m ax ap , , , 

=k
2
D(X' a~rE{j(X,p,t; a!)}. 

The one-dimensional version of this equation was 
derived previously by Mollow (cf. Ref. 4). 
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(5.13) 

Equation (5.13) corresponds to a Fokker-Planck 
equation in phase space, with a quadratic diffusion 
coefficient. The latter is due entirely to the presence of 
random fluctuations. No exact fundamental solution for 
(5.13) seems to be possible to the general case. How
ever, closed systems of equations for moments of any 
order can be obtained. For example, since 

E{x(t; a)}= iR3 dx JR3 dpxE{j(x,p, t; a)}, 

E{P(t; a)}= J ~ dx JR3 dppE{j(x,p, t; a)}, 

(5. 14a) 

(5. 14b) 

one derives from (5.13) the following equations of 
motion: 

d 1 
dtE{x(t; a)}= mE{P(t; a)}, (5.15a) 

d 
dt E{P(t; a)}= - kE{x(t; (l!)}. (5.15b) 

The initial conditions required for their solution are 
obtainable from (5.14), viz., 

E{x(O; a)}= JR3 dx JR3 dp xE{j(x,p, 0; a)}= xo, (5.16a) 

E{P(O; a)}= JR3dxJR3dppE{j(x,p,0; a)}=po' 

It then readily follows that 

E{x(t; QI)}=xocoswot + (k/m)-1/2posinwot, 

E{P(t; a)}=pocoswot - (k/m)1/2Xasinwot, 

(5. 16b) 

(5. 17a) 

(5.17b) 

where wo=(k/m)1/2. We next note the following: (1) The 
random perturbation oG(t; 1)1) in this case has no effect 
whatsoever at the level of the first two moments. (This, 
of course, is not the case for higher moments); (2) 
Equation (5.17) gives the expressions for the position 
and momentum of a classical harmonic oscillator 
characterized by a frequency WOo This is due to the fact 
that the stochastic Liouville equation (5.10) is identical 
to the equation governing the classical distribution 
function fc(x, p, t; (l') = o[x - x(t; (l' )]o[p - p(t; 1)1)], 
fc(x,p,O;QI)=o(x-xo)o(p-po), where (d/dt)x(t;QI) 
= (l/m)p(t; a), (d/ dt)p(t; QI) = - k[l + oG(t;a )]x(t; a), and 
x(O; QI)=xo, p(O; a)=po' 

In the long-time Markovian approximation, (5.11) 
simplifies to the Fokker-Planck equation 

- + -p. - -kx· - E{f(x p t-rx)} (
a 1 a a) 

at m ax ap , , , 

= -. DO)(x pl· - + - 'D(2)(X p).-(
a a a a) 

ap 'ap ap 'ax 

XE{j(x,p,t; I)I)}. 

The two dyadic diffusion coefficients are given as 
follows: 

D(l)(x,p)= [k2 ~- dTr(T) COS2WOT] xx 

-(2~:O ~- dTr(T)Sin2WoT)XP, 

D(2)(X, p) = -K~:) 2 ~~ dTr(T) sin2WoT]x P 

+(2~:o [ dTr(T)sin2 WoT)xx. 
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In general, no exact solution to (5.18) seems to be 
possible. Nevertheless, closed systems of equations 
for moments of any order can be obtained by taking 
appropriate phase-space moments. For example, using 
the definitions of the average position and momentum 
[cf. Eq. (5.14)], the following equations of motion can 
be readily derived from (5.18): 

d { 1 - E x(t; ry)}= -E{P(t; ry)} 
dt 111 ' 

(5.20a) 

d {p fit E (t: ry)} = - kE{x(t; ry)} + cjE{X(t; a)} - c 2E{P(t; O')}, 

(5.20b) 

with the constant coefficients c 1 and c 2 given by 

(5.21) 

c =(,~-) 2f~ dTr(T) sin2w T. (5.22) 
2 mW l1 0 0 

The la!ter one may be expressed in terms of the spec
trum r(u) as follows, 

c 2 =( ~~J 2i [r(0) - r(2w o))' (5.23) 

On the other hand, the former one may be written as 

e 1f ~ 
c 1=-2- -2 r H (2wO)' (5.24) 

mwo 

where 

(5.25) 

is the Hilbert transform of r(ll). 

Eliminating E{PV: a)} between (5. 20a) and (5. 20b), 
we obtain the second-order equation 

~ { d (C) dt2 E x(t; a)} + c2 dt E{x(t; I}')} + w; 1 - wl E{x(L; a)} 

= 0 (5.26) 

for the mean position vector. It is clear from this ex
pression that the presence of random fluctuations has a 
significant effect, even at the level of the first statisti
cal moment. The average position is damped by an 
amount proportional to c 2 • According to (5.23), this 
damping may be negative when the fluctuations are 
particularly strong at twice the unperturbed frequency. 
Furthermore, a shift in the oscillator frequency arises, 
which is determined by the Hilbert transform of the 
spectrum of the correlation function reT). Identical re
sults have been reported recently by Van Kampen (d. 
Ref. 20) who applied the long-time Markovian approxi
mation directly to the equations of motion of one-dimen
sional classical harmonic oscillator. The coincidence of 
his results with ours is not surprising at all since the 
mean trajectory of the quantum mechanical oscillator is 
exactly the same with the path traversed by a classical 
harmonic oscillator. [More generally, this statement is 
valid whenever the potential field Vex, t; a) in (1. 1) is 
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such that the exact Wigner equation is of the form of a 
Liouville equation. ) 

C. V(x,t;a) = 1/2k[x-aoH(t;cdP 

The Wigner distribution function is governed in this 
case exactly by the stochastic Liouville equation 

(
(1 1 (1 iJ) -+-p·--kx·- J(x p t'ry) 
at m ax ap '" 

=k6H(t; a)a· ~J(X p t· a). ap ". (5.27) 

The corresponding kinetic equation for the mean Wigner 
distribution function in the first-order smoothing ap
proximation has the form 

(
2 1 a iJ) at + m p' ax -kx· ap E{j(x,p,t; a)} 

=k2.i!.-.. [ftdTr(T)aa' (~inwoT ~+coswoT~) 
?p 0 mwo ax (lp 

x E{J(X coswo T - _1_ P sinwo T, P coswo T 
I( mwo 

+ nlwoxsinwoT,t - T: I}')}J, 
where r( T) = E{oH(I: f}/ )6[1(1 - T; a)}. 

(5.28) 

For a random process oH(t; a) which is wide-sense 
stationary and 0 correlated in time, viz., r(T)=Do(T), 

where D is a constant, the time integration in (5.28) can 
be carried out explicitly. The resulting transport equa
tion is 

(~ + l..p. J... -kx. ~)E{j(X p t; ')1)( at m ilx ap , , 

=k2D(a. ()~rE{j(X'p,/; f}/H· (5.29) 

If, in addition to the above assumptions oH(I; I}') is a 
Gaussian random process, (5.29) is thE; exact statisti
cal equation for E{j(x,p,I; f}/)}. 

The stochastic Liouville equation (5.27) is identical 
to the equation governing the classical distribution 
function Je(x, p, t; ry) = o[x - x(l; ry )]o[p - p(t; 'Y)], 
Je(x, p, 0; 0') = 15 (x - Xo)o(p - Po) associated with the 
Brownian motion of a simple, classical, harmonic 
oscillator, viz., (d/dt)x(i; 0') = (1/m)p(t; 0'), (d/dt)p(t; 0') 
=-kx(t; 1}')+aoH(t; a), withx(O;0')=xo, p(O;ry)=Po' 
Equation (5.29) has an exact fundamental solution since, 
except for the initial condition, it is identical to the 
equation satisfied by E{je (x, p, t; I)' n, and the latter has 
been studied extensively (d. Ref. 30). 

In the long-time Markovian apprOXimation, (5.28) 
reduces to the simpler transport equation 

(~ + l..p. _.a -kx. ~)E{j(X P t; a)} at m ax ap , , 

=(~ ·D(l)· ~ + ~ 'D(2).~) E{j(x p t, a)l 
ilp 'lp?p oX ' ,. f • 

(5.30) 

The dyadic diffusion coefficients are given by the ex
pressions 
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(5. 31a) 

(5. 31b) 

They can be easily written in terms of the spectrum 
i'(u) and its Hilbert transform t H(U) as follows: 

n(lJ =1Tk2aar(wo)/2, 

n(2J = 1Tk2a ar H(WO)/(2mwo)' 

(5. 32a) 

(5. 32b) 

Since both n(lJ and n(2J are constant, it is possible to 
determine a general fundamental solution for the 
Fokker-Planck equation (5.30). 

APPENDIX A: THE UNCERTAINTY PRINCIPLE 
IN PHASE SPACE 

On the basis of the Schwartz inequality, 

If(X, p, t; a) 12 "" (21Tm-6[ k3 dy 11)!*(x +~y, t; 0') 12] 

X[iR3iYI1)!(x-~y,t;ev)12]. (AI) 

Consider the integral 

1.= iR3 dyl1)!*(x+ ~y, t; ev) 12 =6 iR3dX1)! 1 (x, t; a) 12, (A2) 

The total action, however, is conserved for every 
realization a EA, and is assumed to be normalized to 
unity (cf. Sec. 2). Therefore, I. = 6. Similarly, 

I_=iR 3 dY 11)!(x-~y,t;aW=6. (A3) 

Using these results in (AI) we obtain, finally, 

If(x,p,t;a)1 ""(n1T)-3, VaEA. 

APPENDIX B: DEGREE OF COHERENCE 

Given a wavefunction 1)!(x, t; a), the degree of co
herence, n(t), is defined as follows: 

n2 (I) = (21Tm3 iR3 dx iR3 dp[ E{r(x, p, t; a)}]2 

(A4) 

=iR3dX2iR3dxt IE{1)!*(x2,t;a)1)!(xt,t;anI 2. (Bl) 

This quantity is intimately linked with the irreversible 
loss of information (coherence) due to the statistical 
fluctuations. 

The degree of coherence is characterized by the 
property 

n2(t) "" 1, (B2) 

the equality holding for the case of a purely coherent 
state. To show this we note that in the absence of ran
dom fluctuations (B1) reduces to 

n2(t) = k3 dX2 k3 dxt 11)!*(Xz, t)1)!(xt, t) 12 

= [iR3 dXz 11)!(x2, t) 12][ ~3 dxt 11)!(xt, t) 12] = 1, (B3) 

the final equality following because of the conservation 
of the total action. 

To prove the inequality D2(t) < 1, which holds for a 
partially coherent (mixed) state, we use the Cauchy
Schwartz inequality, 33 viz. , 

1 E{<p*(x, t; a)<p(xt, t; a)} 12 

""E{I <p(Xz, t; a) 12}E{1 </J(xt, t; 0') 12}, (B4) 

in conjunction with (Bl). We then have 
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n 2(t) "" [~3 dXz E{ 1 <p(Xz, t; a) 12} ]UR3 dxt E{ 1 </J(xt, t; 0') 12}] 

= 1, (B5) 

the last equality following from the fact that the total 
mean action is conserved and is normalized to unity. 

APPENDIX C: INTEGRATION OF THE KINETIC 
EQUATION (4.19) 

We shall integrate here the transport equation (4.19) 
and use the result to determine several averaged ob
servables. For simplicity, we shall restrict the dis
cussion to the one-dimensional case. 

Taking a double Fourier transform of (4.19), we ob
tain the initial value problem 

{
a 1 a a 1 } A 

at - mqau -ku aq +!f2'[Y(O)-y(nu)] E{r(q,u,t;O')}=O, 

(CIa) 

E{j(q,u,O;an=jo(q,u), (Clb) 

where 

E{j (q, u, t; an 

= (21T)-2 {: dx {: dp exp[- i(qx +up)]E{r(x,p, t; a)}. 

(C2) 

We next introduce a new function 

g(q, u, t) = exp(vf)E{j (q, u, t; a)}, (C3) 

together with a new set of variables (r, ¢), defined by 
the relations 

u = (mk)-1/2 r cos¢, 

q =r sin¢. 

(C4a) 

(C4b) 

The equation for the time evolution of g(¢, t) =g[r sin¢, 
(mk)-1/2rcos¢, t] now takes the following form, 

(iJ~ + Wo ,}J¢ - ~ :y(¢~g(¢, t) = 0, 

jj(¢, 0) =go(cp), 

where y(¢) =Y[('11k)-1/2nrcoscp J. 

(C5a) 

(C5b) 

The solution of (C5) can be found by the method of 
characteristics. It is given by 

g(rp, t) ={ exp~ It d6(rp - WOT) } ,fio(rp - wof). (C6) 

Returning to the original variables, we finally have 

E{j(q, u, t; a)} 

= exp [- vt + ~2 ~t dT y ~IU coswo T + ~~o sinwo T) ] 

xJo(qcoswot- rnWollsinwot,ucoswot+ -q- sinwol). 
mwo 

(C7) 

Many important averaged physical observables can be 
found directly from (C7), making use of the fact that the 
moments of E{j(x1 p, t; a)} can be expressed in terms of 
derivatives of E{j(q, u, t; a)}. For example, the aver
aged total energy of the system is given by the formula 
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2( 1 0
2 

{A =- (21T) -2 ~E f(q,u,t;cx)} 
m vU 

1 0
2 

{A ) +2k--azE f(q,u,t;n)} , 
q .=U=o 

(ca) 

Substituting (C7) into the above expression, we obtain 

E{E(t)}= E{E(O)}- y"(0)t/2m. (C9) 

Since y"(O) < 0, we can see immediately that this mOdel 
predicts amplification of the energy of the particle due 
the stochastic variations of the potential field. The 
formula (C9) is also valid for the case of free propaga
tion (wo - 0). For the three-dimensional case, (C9) is 
replaced by 

E{E(t)}= E{E(O)}- 3y"(O)t/2m. (C10) 

Expressions for other physical averaged observables 
are listed below: 

(i) Mean centroid of a wavepacket: 

E{xc(t)} = E{xc(O)} coswot+ _1_ E{pc(O)} sinwot; 
mwo 

(ii) Mean momentum: 

(iii) SPatial spread of a wavepacket: 

(iv) Momentum spread of a wavepacket: 

E{a; (t)}= E{a; (0)}cos2wot + (mwo)2 E{a~(O)} 

x sin2wot - mWoE{a~p(O)} sin2wot 

_ y"(O)(%+ Si~::ot). 

(Clla) 

(Cllc) 

(Clld) 

In the limit as Wo - 0 (free propagation), these results 
simplify as follows: 

(i) (C12a) 

(ii) (C12b) 

_1..E{a2 (O)}t- .iJQ). t3 • 
m ,,/> 3m'" 

(C12c) 
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(iv) E{a;(t)}=E{a;(O)}- y"(O)t. (C12d) 

It is interesting to note that the average spread of a 
wavepacket grows with time due to the presence of 
stochastic fluctuations. The growth is proportional to 
the first power of time for a particle in the field of an 
elastic force, and to the third power of time for a free
ly propagating particle. On the other hand, the spread 
of momentum grows linearly with time in both cases. 
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Lorentz transformations as space-time reflections. II. 
Timelike reflections 
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Continuing previous work. some features of the covariant factorization of Lorentz transformations. into 
complementary space-time reflections. are further discussed in terms of timelike reflections. Several 
properties of timelike reflections are shown. which bear interesting relations with the Lorentz tensor 
performing active isometric transformations between two inertial observers. while their geometric meaning 
is also briefly examined. Some product rules for timelike reflections appear. as a background enabling the 
discussion of the group multiplication laws for Lorentz isometry tensors. This brings into the fore the 
realization of the restricted Lorentz group attained in the present formalism. The instances of two 
multiplication laws of the Lorentz tensors are examined. Next. the same problem (i.e .• factorization of an 
ordinary rotation into two complementary reflections) is readily solved for the Euclidean 3-space. Both 
formalisms (Euclidean and Minkowskian) are essentially the same. Indeed. factorization of an isometric 
transformation into two complementary reflections is a general property of flat Riemannian geometry. A 
few concluding remarks are presented. 

1. INTRODUCTION 

Continuing previous work,l in this note we further 
analyze Lorentz transformations in a manifestly 
Lorentz covariant manner. 

It is well understood today that the best (and certainly 
the most elegant) approach to relativity theory obtains 
by considering it as the geometry of absolute space
time. 2 The very program of every relativity theory re
quires us to emphasize this remark as strongly as 
possible 0 Thus, for instance, the Einsteinian principle 
of special relativity demands that the laws of physics 
have to conform to this geometric approach in a mani
festly Lorentz covariant fashion. 

It is clear that Lorentz transformations themselves, 
considered as the fundamental laws of free motion, 
should not evade this normative rule of geometric co
variance. In other words, one should represents 
Lorentz transformations by means of a (rank two) 
space-time tensor, able to perform active isometric 
transformations between inertial observers character
ized by their 4-velocities. 3 The problem, however, 
seems to have been neglected in the literature. 4 As was 
shown in Paper I, its solution casts some new light on 
the structure of Lorentz transformations, by showing 
the rather simple (and important) role played by 
space-time reflections. 5 

The present paper dwells only on timelike reflections, 
as a background for handling restricted Lorentz trans
formations by means of a sprightly enough absolute 
formalism. In Sec. 2 we review some algebraic fea
tures of time like relfections, and we also present their 
relations with the Lorentz tensor introduced in Paper 1. 
Several product rules for time like reflections are 
shown, while their rather intuitive geometric meaning 
is neatly stated. Next, in Sec 0 3 we discuss two group 
multiplication laws for the Lorentz tensors, which 
bring into the fore the realization of the restricted 
Lorentz group attained in the present formalism. Again, 
the space-time geometry involved in these algebraic 

manipulations appears quite intuitively, and is briefly 
discussed. In Seco 4, the same problem is succinctly 
solved for Euclidean three-dimensional space (i. e. , 
factorization of an ordinary proper rotation into two 
complementary reflections). The great similitude be
tween the Euclidean and the Minkowskian factorization 
formalisms is stressed, for they are essentially the 
same. Finally, in Sec 0 5 we end up with a few general 
remarks. 

2. TIMELIKE REFLECTIONS 

With the aim of studying those properties of time-
like reflections which play an outstanding role in the 
performance of proper orthochronous Lorentz transfor
mations, let us first briefly recall some results already 
presented in Paper 10 For the sake of handiness, in the 
present note we omit tensor indices throughout; instead, 
we use matrix notation to denote 4-vectors and rank two 
4-tensors.6 Accordingly, for the Lorentz tensor LIJ. v 

presented in Paper I, characterizing an active restricted 
transformation from an old v-frame into a new u-frame, 
we write? 

L(l',U) =1 - (U -1') "u+ - (1 +v+ oU)-l(U + v) 'v+ 0 (I - u 'u+), 

(201) 

where I stands for the 4 x 4 identity and where l' and u 
denote the 4-velocities of two inertial observers. It was 
shown in Paper I that if we transform space- time 
events by means of this L(v, u) tensor, the familiar 
features for an active Lorentz transformation obtain. 
As we shall see presently, it is useful to write, in
stead of Eqo (2.1), the more compact equivalent 
expression: 

L(1),U)=1 - (1 +1'+, U)-l(V + u)o (v +u)++ 2v' u', 

at which we arrive after some straightforward steps, 
In this form one immediately observes that the 
Minkowski adjoint U merely interchanges the role of 
the 4-velocities 11 and u; Le., 
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U(v,u)=L(u,v), 

and also that 

L(v,v)=I, 

(2.3) 

(2.4) 

as it should be. Moreover, the following transforma
tions hold: 

L(v,u)'u=v, 

L (v, u) 0 v = 2 (v+· u) v - u, 

(2.5) 

(2.6) 

which allow us to find the expected inversion law for a 
Lorentz matrix. Indeed, we get 

L(v, u) oL(u, v) =1. (2.7) 

We next recall some notions concerning timelike 
reflections, As we know, if u is a unit timelike vector, 
the rank two tensor defined by 

(2.8) 

is a space-time operator reflecting every 4-vector by 
an hyperplane with timelike normal u. Simple immedi
ate properties of timelike reflections (needed presently) 
follow: 

R(u) =W(u) =R(- u), 

R(u)'R(u)=I, 

L(v, u)· R(u) ° L(u, v) =R(v), 

R (v) • u = - L (v , u) 0 v, 

R(u) onoRT(u) =n. 

(2.9) 

(2,10) 

(2.11) 

(2.12) 

(2.13) 

Of course, space-time reflections are Lorentz trans
formations by themselves (i. e., Eq. (2.13) above]. 
They do not form a subgroup of the Lorentz group, 
however, for clearly the identity does not belong to the 
set, nor does the product of two reflections correspond 
to a reflection [cf. Eq. (2. 24) be lOw]. 

In order to further clarify the role played by timelike 
reflections in restricted Lorentz transformations, we 
observe that the Minkowski self-adjoint matrix given by 

(2.14) 

which figures in Eq. (2.2), corresponds precisely to 
a space-time reflection along a unit time like vector 
v -+ u (say) defined as follows: 

v +-u=(2(1 +v+· U)]-1/2(V +u), (2.15) 

i. e., the "mean 4-velocity" of both inertial observers, 
duly normalized. We call this vector the normalized 
sum of v and u. We have, indeed, B 

(2.16) 

Hence, the Lorentz tensor presented in Eq. (2.2) cor-
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FIG, 1. Space-time diagram 
representing the construction 
of the u~v normalized time
like vector. 
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responds to 

L (v, u) = R (v + u) + 2v ° u+ . (2.17) 

In this manner, since 

R(v+u)ou=-v, (2.18) 

we easily prove the fundamental result: 

L(v,u) =R(v) ° R(v + u) =R(v + u)· R(u). (2.19) 

Thus we have two equivalent factorizations of L(v, u} 
into two "complementary" time like reflections. The 
first factorization which appears in Eq. (2.19), i. e. , 
R(v)'R(v+u), was already presented in Paper 1. 9 Also, 
the fact that the essential features of the L(v,u) trans
formation of events (namely, Fitzgerald contraction 
and time dilation) are entirely due to the R (v + u) ref
lection factor has been remarked in that paper. The 
second factorization R(v + u) 0 R(u) is new, and interest
ing. Indeed, Eq, (2.19) gives us a kind of "quasicom
mutation" rule for timelike reflections which, sensu 
stricto, do not commute. The result stated in Eq. 
(2.19) has an important meaning in what follows be
cause it governs all those nontrivial facts of timelike 
reflection geometry, which we now proceed to review. 

To further simplify our notation, let us also define 
the normaliz ed difference between two timelike unit 
vectors, u and v, as the time like vector 

u':v=-R(u)'v=2(u+'vlu-v, (2.20) 

Clearly, this normalized difference is such that 

(u.:v)-+v=u. (2.21) 

It must be observed that both u +- v and u': v are time
like future-pointing unit vectors (as u and v are). We 
also remark that 

v+-v=v'='v=v (2.22) 
holds for all 4-velocity v. Figure 1 is a space-time 
diagram representing the construction of the u': v vector 
in the (u,v)-flaL We observe, quite generally, that 
u .=. v is not the same as - (v .: u) (while, of course, 
v+- u = u -+ v, always). Finally, the following useful 
relation, 

v :. (v +- u) = v -+ (v .=. u), 

can be proved, and shall be used presently. 
~ 

After this preliminaries, let us next write v + u = w 
in Eq. (2.19); that is, we set v=w'='u and u=w'='v. 
The following product law for timelike reflections 
obtains8: 

R(v) 'R(u) = L(v,u - v) =L(v - u, u), (2.24) 

quite generally. These equivalent Lorentz tensors cor
respond to transformations from the v-frame into the 
(u'='v}-frame, and from the (v'='u)-frame into the u
frame, respectively. We represent these relations in 
Fig. 2, which helps clarifying the intuitive meaning of 

V'UWC;-;-U'V 
L1 

L2 

- --

FIG. 2. Space-time repre
sentation of the identity L j 

~L2' withLj=L(v,u-v) and 
L 2=L(v -u,u). 
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Eq. (2.24). Indeed, the vectors v':u, v, u, and u':'v, 
all belong in the same 2-flat and, moreover, it is clear 
that the "rotation" from v': u into u is the same as the 
"rotation" from v to u':' v. Furthermore, by the same 
token, for any Lorentz tensor L(v,u) we get the 
identities . 

L(v,u) =: L[v + U,u + (v - u)] ==L[v +(v - u), v + u], 

(2.25) 

which geometric meaning is easy to grasp. In the same 
manner, using the quasicommutation law stated in Eq. 
(2.19), we immediately get 

R(v)' R(u) ° R(v) ==R (v - u), (2.26) 

as the reflection law jor timelike reflections. Hence, 
a new law oj inversion for the Lorentz tensor obtains; 
namely, 10 

L-1(V,u) ==L(v,v - u). 

We readily interprete this law, since v is the L(v,u) 
transformed vector ofu[cf. Eq. (2.5)], while v':'u is 
the image of v upon L(v, u), and therefore the transfor
mation from u to v is the same as the transformation 
from v to v': u [cf. Eq. (2.6)]. Furthermore, we may 
tickle the argument and get a new geometric identity: 

L(v,u) =L(u,u - v) == L(v - u,v). 

Finally, we also note the useful relation 

R(u + v) oR(v - u) 'R(u+ v) ==R(u - v), 

which can be readily proved. 

This completes our review of the essentials of time
like reflection geometry. Similar features can be ob
tained for spacelike reflections, while changing some 
minor details. 

3. SOME GROUP MULTIPLICATION RULES 

In the present section we study two group multiplica
tion laws for the L (v, u) tensors; that is, we tackle the 
problem raised by the Lorentz tensor realization of the 
restricted Lorentz group. 

As was shown in Paper I, each L tensor of the form 
(2.2), with v and u arbitrarily given, corresponds to 
a well-defined proper orthochronous Lorentz matrix 
with six independent parameters. Notwithstanding the 
previously found identities (2.25) and (2.28), it should 
be clear that this association is an isomorphism. In
deed, the shown identities have a purely formal char
acter.10 Hence the six parameters are identified, with
out ado, by means of the six independent components of 
the 3-velocities v and u describing the motion of the in
ertial observers relative to any Galilean working frame 
we may choose. The explicit structure of the L(v, u) 
tensor relative to a general w-frame [i. e. , v '* w, 
u'*w, and wT == (1,0)] is quite involved. As a matter of 
fact, however, the simplest interpretation of the L(v,u) 
tensor (as an active Lorentz transformation operator) 
arrives while choosing the v-frame as our working 
frame,11 i. e., by setting v T == (1, 0), which standpoint 
clearly left the L tensor with only three independent 
parameters, namely, the components of the velocity 
u with respect to the working scaffold. Therefore, if 
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we adopt this point of view (as we do in what follows), 
L(v,u) corresponds to a restricted Lorentz transforma
tion without rotation. 

There are, of course, several multiplication laws 
for the L tensors, which bear some interest for each 
admits a different geometric meaning, while they all 
bring the restricted Lorentz group into the fore. When 
looking for group multiplication rules, for the sake of 
simplicity, we will only pay attention to those combina
tions of two £Os which contain three inertial observers 
(v, u, and w, say, with v for the 4-velocity of our 
working frame). In effect, these are the most simple 
combinations of L tensors contrived to give us a six
parameter outcoming tensor product. 

The first multiplication rule attains quite directly if 
we use Eq, (2.24), Indeed, we immediately obtain 

L(v,u-v)oL(u,w-u)=L(v,w-v), (3.1) 

where the three parameters contained in u have been 
eliminated in the outcoming result. This group multi
plication law of the Lorentz tensors in interesting in 
that it neatly shows that the set of L tensors in the form 
L (v, u - v) fulfills the restricted Lorentz group in a 
manifestly Lorentz covariant fashion, We have 

L(v,v-v)=I, 

L- 1 (v, u - v) = L(u, v - u), 

L (v, u - v) • [L (u, w - u) ° L (w, z - w)] 

=[L(v,u-v)oL(u,w-u)]oL(w,z -w) 

= L(v,z - vL (3.4) 

It must be borne in mind that these L(v,u-v) tensors 
are not the same as the L(v,v -u) tensors obtained in 
Eq. (2.27).12 InCidentally, we readily observe that 

L(v,u)oL(v,u)=L(v,u- v) (3.5) 

is a general rule for "squaring" a Lorentz tensor, and, 
thus, by the same token, the formula 

L(v,u)=L(v,v+u)'L(v,v+u) (3.6) 

immediately solves the problem of finding the "square 
root" of a given proper orthochronous Lorentz matrix. 
We wish to remark, once again, the manifest covar
iance of the whole procedure leading to these results. 

As our second example, let us briefly discuss the 
outcome of first transforming the space-time points 
x from the working frame (v-frame) into the u-frame, 
and next from the u-frame into a new w-frame. Let us 
then compare this product with the direct transforma
tion from the initial v-frame into the final w-frame. 
Thus, we set 

X, = L(v, ul • x, 

and also 

x" = L (v, u/ ) • x' , 

where clearly 

w' = L (v, u) • w 

(3.7) 

(3,8) 

(3.9) 

is the 4-velocity of the w-observer as seen from the 
u-frame. Of course, 
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L(v, W') =L(v, u) 0 L(u, w)· L(u, V) (3.10) 

is the L tensor used by the u-observer in its own frame 
while performing the transformation u- w; Le., 
v-w' [sincev=L(v,u)'u, as we know}. Moreover, 
Eq. (3.10) states precisely the transformation of the 
L(u, w) mixed tensor from the v-frame into the u-frame. 
Therefore, the product of these transformations cor
responds to 

x" = L(v, u)· L(u, w)· x. (3.11) 

As is well known, transformation (3.11) does not in 
general coincide with the direct transformation from v 
into the w-frame, say, 

x"'=L(v,w)·x. (3.12) 

Indeed, if we adopt the v-frame as our working frame, 
then Eq. (3.8) requires the w'-Cartesian-base to be 
parallel with the v-Cartesian-base, while in Eq. (3.7) 
parallelism among the v and u 3-space bases is re
quired 0 However, because of the relativistic effect of 
rotation of the Cartesian bases used by three inertial 
observers, parallelism is not quite generally a transi
tive property in relativistic geometry. Hence, parallel
ism among the 3-bases used in the w-frame and in the 
v-frame [as required in Eq. (3.12)] is not a general con
sequence of Eqs. (3.7) and (3.8); i. e., x" and x", may 
differ by a space rotation. 

In Eq. (3.11) we have the following multiplication 
law: 

L(v, u) ° L(u~ w) =R(v + u) ° R(u + w) 

=L[v +u, (w +u) - (u +v)], (3.13 ) 

where the intermediary parameters in u have not been 
eliminated. On the other hand, in order to relate this 
tensor product with the L(v,w) tensor we observe that 

(3.14) 

and thus, after some manipulations, we get 

L(v,u)' L(u, w) = L(v, w) -R(v + w) 

+ R(v+u)·R(u)oR(u+w). (3.15) 

Hence, we may write the following result: 

x" = (R(v + u)· R(u + w)· R(w + v) + 2v' v+]· XIII • 

(3.16) 

Now, since we set vT =(l,O), from Eq. (3.16) we 
immediately get the time components of the events x" 
and x"' relative to the working frame; L e., we have 

til == v+ ~ x" == v· 0 x'" == til' , (3.17) 

as it should be. In the same manner, for the space 
components of x" and x'" (relative to the v-frame) we 
use the orthogonal projector I-v' v·. We thus obtain 

x~ =R(v, 71, w)' x~, 

where 
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x~ == (1 - V • v·) 0 x", x~ == (I - V • v·) • x" (3.19) 

and where 

R(v ,u, w) =R(v + ul' R(u + w)· R(w + v) (3.20) 

is the product of three timelike reflections. 

In order to properly interprete Eq. (3.18), let us 
explicitly write the orthogonal projector! - v 0 v· with 
respect to the v-frame. It corresponds to the 4 x 4 
arrangement 

[
0 OT] 

! - v 0 v+ == 0 I ' (3.21) 

where, clearly, 0 denotes the null 3-column-vector, 
and I is the 3 x 3 identity. In the same manner, let 

R(V'U'W)=[~ :] (3.22) 

(say) be the matrix arrangement of the components of 
R(v,u,w), relative to the working frame. Since 

W(v, u, w)· R(v, u, w) =! (3.23) 

and 

R(v, u, w)· R(v) =R(v)' R(v, u, w), 

we have 

A=:!: 1, B=C=O; 

moreover, we also get 

RT .R=I. 

(3.24) 

(3.25 ) 

(3.26) 

Thus, relative to the working frame, we have found 
that 

R(V'U'W{~ ~l (3.271 

where R is an orthogonal 3><3 matrix, as it should be. 

Hence, we have found that the image-events x" and 
x"', corresponding to the same object event x, have 
equal time components relative to the v-frame, while 
their space components in this frame are related by 
means of a (proper or improper) 3-rotation. This com
pletes our discussion of transformations (3.11) and 
(3.12). 

4. ROTATIONS AND REFLECTIONS IN 
EUCLIDEAN 3·SPACE 

In this section we briefly discuss the factorization 
method for an ordinary proper rotation into two com
plementary reflections for Euclidean three-dimensional 
space. The formalism in this case turns out to be so 
Simple that we do not claim originality for it. Anyhow, 
it seems important to observe that we can cast ordinary 
proper rotations into two factorized reflections forms, 
which bear a great Similarity to the Minkowskian fac
torization formalism previously discussed, and which 
(although elementary) is generally unrecognized in the 
current literature of mathematical physics. Again, the 
tool afforded by this approach allows us to work out 
rotations in ordinary space by means of reflections, 
while these are somehow simpler to handle. In parti
cular, we wish to mention here that a formalism ob-
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tains which is specially adapted for stuyding Pauli 
spinors,13 even if we do not touch on applications in 
the present note. 

As we did in Paper 1,14 let us consider in ordinary 
3 -space two orthonormal right-handed Cartesian triads, 
{i,j,k} and {i',j',k'}, say, such thaP5 

j=_[1_(kTo k')2]-1/2(I_k okT)'k', (4.1) 

i' =i. 

(4.2) 

(4.3) 

These triads satisfy the orthgonality conditions, as well 
as the relations of completeness. Therefore (as is well 
known, indeed), these orthonormal Cartesian bases are 
related by means of the proper rotation 

(4.4) 

As can be proved, after some straightforward steps, 
the following expression obtains: 

R(k, k') = 1- (1 + kT• k')-I(k + k') 0 (k + k')T + 2k 0 k'T 

[cf. Eq. (2.2)J. Therefore, while introducing the 
normalized sum 

k + k' = [2(1 + kT 0 k')]-1/2(k + k'), 

weget[cf. Eq. (2.17)] 

R(k,k') = R(k +k') + 2k· k,T, 

(4.5) 

(4.6) 

(4.7) 

where R(k + k') performs the reflections by the plane 
orthogonal to k + k'; namely, 

R (k + k' ) = I - 2 (k + k') . (k + k' ) T • (4.8) 

However, once we arrive at this point, it is an easy 
matter to further prove that [cf. Eq. (2.19)] 

R(k,k') = R(k + k')' R(k') =R(k)· R(k + k'L (4.9) 

where R(k) and R(k') are reflection operators by the 
planes orthogonal to k and k', respectively. Equation 
(4.9) states the expected factorizations of the proper 
rotation (which brings k' into k) in terms of two ele
mentary reflections. 

5. CONCLUDING REMARKS 

We conclude this note with some few remarks. It 
seems that the reflection factorization approach affords 
an interesting tool for handling "rotations" in flat 
geometry. Indeed, the great similarity between the 
Euclidean and the Minkowskian factorization formalism 
should be stressed, for they are essentially the same. 
It is clear that factorization of isometric transforma
tions (i. e., "rotations") into two complementary reflec
tions appears as a general property of flat Riemannian 
spaces, since the method is resting exclusively on the 
most general properties of the flat metric. 

It is also interesting to remark that this formalism 
seems to probe the structure of Lie groups operating 
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as isometric groups in flat spaces, without recourse 
to the infinitesimal transformations and the associated 
Lie algebra, as is usually done. Indeed, the possibility 
arises of having enough further information on the be
havior of general space-time reflections, for instance, 
as to end up with a complete understanding of the struc
ture of the Lorentz group. In this sense, the compact
ness of the reflection method for handling Dirac 
spinors13 seems to reveal a very fundamental relation 
between space-time reflections and the structure of 
the Lorentz group, On these grounds, although reflec
tions do not form a group by themselves, further re
search would be desirable as to group theoretic possi
bilities of reflection geometry. 

1J. Krause, "Lorentz transformations as space-time reflec
tions," J. Math. Phys. 18, 889 (1977), hereafter referred 
to as Paper 1. 

2Cf, J. L. Synge, Relativity: The Special Theory (North-
Holland, Amsterdam, 1965), 2nd ed. , p. 34. 

3"Subluminal" Lorentz transformations are here alluded, to 
be sure; "superluminal" transformations [ef. E. Recami and 
R. Mignani, Nuovo Cimento 4, 209, 398 (1974)1 are not in
cluded in the present formalism. 

4Nevertheless, there are some exceptions; cf. , e. g., S. L. 
Basanski, J. Math. Phys. 6, 1201 (1965), on which we al
ready comment in Paper I. 

5By the same token, a new tool obtGins for handling geometric 
problems in space-time; e.g., see Paper I, Appendix B. 
other applications of physical interest will be published 
elsewhere. 

6Tensors of higher rank than two are not considered in this 
paper. A contravariant vector v"', /l ~ 0,1,2,3, is Simply 
denoted as v, and it corresponds (by definition) to a 4-col
umn, while the 4-row vT is written for the transposed matrix. 
The Minkowski metric is represented by the matrix n 
~ diag(' - - -), We thus introduce the Alinkoll'ski adjoint (say) 
v+, of the vector column v, as v+ ~ v T • n. ("Dots" indicate 
matrix multiplication. ) Hence, v+· v ~ v ",v"'. In the same way, 
for G rank two mixed tensor S"" V, we simply write S, while 
the associated Minkowski adjoint matrix S' ~ n • ST • n corre
sponds to the tensor S,,~. Rank two tensors in the forms S"'v 
and S"'V are avoided in this work (with the only exception of n). 
Translation to the usual tensor notation is easy. We set c ~ 1, 
throughout. 
7Cf, Paper I, Eq. (1.1) of that article. 
8It should be understood that all "sums" and "differences" 
which appear in the arguments of our tensor operators are 
duly normalized, according to ~qs. (2.15) and (2.20). Thus, 
we write R (v + II) instead of R(v +u), and L(I' ,1< - v) to denote 
L(v,u::'v), etc. 

9Cf. Paper I, Eq. (:3,5). 
l°lt is clear that if v' and u' are unit timelike vectors bclonging 

in the 2-flat (v ,u), and such that v' ~ L(v ,u) ,u', then 
L (v' ,u') ~ L (v, u), quite generally. Hence, the shown identities 
are special (and interesting) instances of this theorem. 

11Cr. Paper I, rCqs. (l.:!) and (1.:3). 
12The detailed properties of this group, which we denote by L 2 

[ef. Eq. (:l. 5) 1, will be discussed elsewhere. 
13Cr. Paper I. Appendix B, where an application to DirGc 

spinors is prcsented. 
14Cf. Paper I, Appendix A. 
15See Paper I, Eqs. (A5)-(AH). 
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Strings and gauge invariancea) 

Kimball A. Milton and Lester L. DeRaad, Jr. 

Department of Physics. University of California. Los Angeles. California 90024 
(Received 4 May 1977) 

Within the context of the nonrelativistic theory of dyons, we study a number of interrelated issues 
concerning the quantum formulation of magnetic charge. We begin by solving the two-body Schrodinger 
equation for an arbitrarily oriented singularity line (string) in terms of the known solutions with the string 
on the z axis. Charge quantization conditions emerge by requiring that the wavefunctions be single 
valued. The general solutions express the necessary gauge covariance of the wavefunctions. These results 
provide a basis for the reconsideration of the phase factor in the dyon-<lyon scattering amplitude. Finally, 
the connection between the formulations in terms of vector potentials and in terms of intrinsic spin is 
investigated. This approach leads to a rederivation of the gauge transformation properties of the theory. 

I. INTRODUCTION 

The recent revivial of interest1-3 in the subject of 
magnetic charge has focused much attention on the 
fundamental features of charge quantization and the 
associated "string". Misconceptions continue to per
sist concerning the Lorentz invariance of the theory and 
the observability of the string. Our obj ect here is to 
reinvestigate this subject by examining the "gauge 
transformations" which relate possible vector potentials 
associated with different singularity lines (strings) and 
their connection to charge quantization conditions. 

The context of our discussion is non relativistic dyon
dyon scattering (dyons are particles carrying both elec
tric and magnetic charge), which was considered at 
length in a recent paper. 1 There, we assumed that the 
electromagnetic field was described by a single vector 
potential. Depending on whether or not there was ex
plicit symmetry under rotations in the electromagnetic 
plane (E-Ecos8+Hsin8, H-Hcos8-Esin8, and 
similarly for charges, currents, and potentials), the 
corresponding string was required to be infinite (sym
metric case) or semi-infinite (unsymmetric case) and 
the charge quantization condition was found to be4 

1_ _{n, symmetric, 
m = - (e1g2 - e2g1 ) - 1 

212, unsymmetric, 
(1.1) 

where n is an integer. (The semi-infinite string gives 
the least restrictive quantization condition, but it is not 
forced upon us by the theory nor would it necessarily 
be realized by actual, physical dyons.) We here wish to 
explore to what extent we are free to choose the vector 
potentials that occur, how such choices are related by 
gauge transformations, and what types of quantization 
conditions emerge. Also of interest is the formulation 
of this problem in terms of an intrinsic spin, from 
which the charge quantization conditions and gauge 
transformation properties may be derived directly from 
the properties of angular momentum. 

Section II deals with the vector potential description, 
In order that the Hamiltonian for the two-dyon system 
may be separated into center-of-mass and relative mo
tion terms, of the four possible vector potentials (and 
associated strings), at most two can be independent. If 

a)Work supported in part by the Alfred p. Sloan Foundation and 
the National Science Foundation. 

the vector potentials have the same structure, we ob
tain quantization conditions of the form (1.1); other
wise, we obtain quantization conditions on the individual 
products 

infinite, 
(1.2) 

semi-infinite. 

Integer quantization occurs whenever an infinite string 
[see (2.12)] is used. The term "symmetry" however, 
does not apply here, since the charges do not occur in 
the invariant combination of (1.1). 

All these relations between strings and quantization 
conditions arise from the requirement that the wave
function describing the two-dyon system be single-val
ued. In the process, we find the wavefunction when the 
string is arbitrarily oriented. This immediately gives 
us the gauge transformation of the wavefunction when 
the orientation of the string is changed. For integer 
values of the charge combination [(1.1) or (1.2)], gauge 
transformations between infinite and semi-infinite 
strings, and vice versa, are allowable, in contrast to 
integer plus one-half values, where only a semi-infinite 
string is permissible. 

As an application of the above transformations, we 
conSider, in Sec. III, the scattering problem in which 
both the direction of the string and the direction of 
propagation of the incident particle are arbitrary. We 
find the general wavefunction, and thereby the scatter
ing amplitude, for a state having a particular value of 
the projection of the total angular momentum along the 
incident direction, exhibiting explicitly the physical 
unobservability of the string. 

In Sec. IV we examine another formulation that leads 
to the two-dyon problem, in which the angular momen
tum of the system is regarded as composed of two parts, 
orbital angular momentum and an intrinsic spin com
mon to the system as a whole. 5 The interaction of the 
particles may be expressed solely in terms of this 
spin. A particular dyon system may be realized by 
diagonalizing the spin variable through a suitable unit
ary transformation. Different quantization conditions 
may be achieved by different diagonalizations 0 These 
unitary transformations are not gauge transformations, 
but a sequence of such transformations, which serves 
to reorient the direction of the string, is equivalent to 
the gauge transformation considered in Sec. II. 
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In the Appendix we remark upon the singular nature 
of the gauge transformations which occur in Secs. II 
and IV 0 Consequently, when acting on the space of 
physical states, the angular momentum operator satis
fies canonical commutation relations everywhere, and 
the field strength, which occurs, for example, in mag
netic moment couplings, is string independent o 

II. STRINGS 

Throughout, we will discuss the nonrelativistic, 
quantum scattering of two dyons, with electric and 
magnetic charges ehgl and e2,g2, respectively. The 
Hamiltonian for the system is2

•
4

•
6 

(2.1) 

where, in terms of the canonical momenta, the veloci
ties are given by 

mivi = PI - eI A.2(rl , t) - glAm2 (rp t), 
(202) 

m2v2 = P 2 - e2Aei (r2 , t) - g2Ami (r2, t). 

The electric (e) and magnetic (m) vector potentials arel 

and 

47TA/r, t) = 47TV';\..(r, t) - J (dr')f(r - r') x H(r, t) (2.3) 

41TA
m

(r, t) = 41TVAm (r, [) +[ (dr') *f(r - r') x E(r', [), 

(2.4) 

with 

A.(r,t)= J(dr') f(r - r') . Ae(r' ,t), 

Am (r, t) = I (dr') *f(r - r') . Am (r' , t). 
(2.5) 

Here, the functions f and *f represent the strings and 
must satisfy 

V· (*)f(r - r') =41To(r - r'). (2.6) 

A priori, f and *f need not be related and could be dif
ferent for each source. So, for the case of dyon-dyon 
scattering, it would seem that four independent strings 
are possible. 

The first condition we impose on the Schrodinger 
equation, 

(2.7) 

is that it separates when center-of-mass and relative 
coordinates are employed, which implies 

elAe2 (rl' t) = - g2Aml(r 2, t)=" elgy'/ (r), 
(208) 

e2Ael (r2, t) = - R"lAm2 (rp t) =" e2R"1 A' (r), 

where r = r
1 

- r 2 • Correspondingly, there are relations 
between the various f functions, 

(2.9) 

leaving only two independent ones. The Hamiltonian for 
the relative coordinates now reads 

(2010) 

where fl is the reduced mass. 
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If we further require that only one vector potential 
be present, A =A', so that the combination appearing 
in (1.1) occurs in the Hamiltonian, one more relation 
is obtained between the two f functions, 

(2.11) 

Notice that (2.11) possesses two types of solutions. (1) 
There is a single string, necessarily infinite, satisfying 

f(x) == - f(- x). (2.12) 

As shown in Appendix A of Ref. 1, the vector potentials 
transform in the same way as the charges and currents 
under E, H rotations whenever this condition is satis
fied. This is the so-called symmetric case. (2) There 
are two strings, necessarily semi-infinite, which are 
negative reflections of each other. If identical semi
infinite strings are employed, so thatA "* A I, the in
dividual charge products in (1.2) occur in the dynamics. 
The singularities of A andA' lie on lines parallel and 
antiparallel to the strings, respectively. We will see 
the consequences for the charge quantization condition 
of these different choices in the following. 

We now return to the general situation embodied in 
(2010). For simplicity, we choose the string associated 
withA to be a straight line lying along the direction n, 

A= 
- - ( )' seml-l In1 e, r r- n'r 

(2.13a) 

1

1 nXr . 'nf' ·t 

1 1 nxr nXr 
- :;:: 2" (r -(n· r) - r + (n· r») , infinite. 

(2.13b) 

This result is valid in the gauge in which A.(m) [Eq. 
(2.5) 1 is equal to zero.1 Without loss of generality, we 
will takeA' to be given by (2.13) with 

n-z. 

(This corresponds to taking the string associated with 
A' to point along the - z axis, flO: - Z • ) 

We now wish to convert the resulting Hamiltonian, 
H, into a form, H', in which all the singularities lie 
along the z axis. The Schrodinger equation in the latter 
case has been solved, for example, in Ref. 1, yielding 
the quantization condition (1.1). This conversion is 
effected by a unitary transformation? (essentially a 
gauge transformation), 

H' =eiAHe-u,. 

The differential equation determining A is 

We take n to be 

n = sinx cos</!x + sinx sin</! y + cosxz, 
and use spherical coordinates, to find 

11.=- el R"2f3(n, r) 

where, for the semi-infinite string (Dirac) 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

f3 D = <P - </!+ (cose - cosX)FJe, ¢ - <p,X) - 21TTj(X - 8), 

(2.18a) 

and for the infinite string (Schwinger) 

K.A. Milton and L.L. DeRaad, Jr. 376 



                                                                                                                                    

f3s =t[(cos8 - cosX)FJ8, cP - z/!, X)- 21T1)(X - 8) 

+ (cos8+cosX)F.(8, ¢-I);,X)]. (20 18b) 

The functions occurring here are 

=J
'" d¢' 

F,,(8, 0' , X) = I;!: COSX cosB;!: sinx sinBcos¢ 
o 

__ =-2 __ e(O') 
1 cosB;!: cos X 1 

-1 [(1;!:COS(X+8»)l/2 t IO'IJ 
X tan 1 (n) an-2 , ± cos X - (7 

(2.19) 

where the arctangent is not defined on the principal 
branch but is such that F", (8,0' ,X) is a monotone increas
ing function of 0'. The step functions occurring here 
are defined by 

{
I, 

1)W= 
0, 

~>o, 

~ <0, 

eW=P' ~>O, 
t-1, ~ <0. 

(2.20) 

(2.21) 

The phases, f3D and f3 s ' satisfy the appropriate differ
ential equation, (2.15), for B*X (as well as 8*1T-X for 
f3 s ) and are determined up to constants. The step func
tions are introduced here in order to make eiA con
tinuous at 8 = X and 1T - X, as will be explained below. 
We now observe that 

21T 
F",(B,21T+O',x)-F.(B,O',X)= IcosB±cosXI' (2.22) 

so that the wavefunction, 

'11 = e- iA 'I1' (2.23 ) 

(where 'II' is the solutionl to the problem with the sing
ularity on the z axis) is single-valued under ¢ - ¢ + 21T 
when the quantization condition (1.2) is satisfied. 

Notice that integer quantization follows when an in
finite string is used while a semi-infinite string leads 
to half-integer quantization, since f3 s changes by a 
multiple of 21T when ¢ - ¢ + 21T, while f3D changes by a 
multiple of 41T. Notice that (3D possesses a discontinuity, 
which is a multiple of 41T, at 8 = X, while Ps possesses 
discontinuities, which are mutiples of 21T, at B= X, 1T - X. 
In virtue of the above derived quantization conditions, 
eiA is continuous everywhere. Correspondingly, the 
unitary operator e iA , which relates solutions of dif
ferential equations with different vector potentials, is 
alternatively viewed as a gauge transformation relating 
physically equivalent descriptions of the same system, 
since it converts one string into another. [Identical 
arguments applied to the case when only one vector 
potential is present leads to the conditions (1.1) for 
infinite and semi-infinite strings, respectively.] 

It is now a simple application of the above results to 
transform a system characterized by a single vector 
potential with an infinite string along the direction n 
into one in which the singularity line is semi-infinite 
and lies along the z axis. This can be done in a variety 
of ways; particularly easy is to break the string at the 
origin and transform the singularities to the z axis. 
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Making use of (2.17) with - el g2 - tm' and (2 .18a) for 
nand - n, we find 

A =m'f3~(n, r) 

with 

(2.24) 

(2025) 

In particular, we can relate the wavefunctions for in
finite and semi-infinite singularity lines on the z axis 
by setting X=O in (2.25), 

{3~= ¢ -I);, 

so 

'I1(infinite) == e- im' (0:>-.)'11 (semi-infinite) (2.26) 

which, in its ¢ dependence, is in agreement with the 
result found in Ref. 1 [see Eqo (3.24) there]. Note that 
(2.25) or (2.26) reiterates that an infinite string re
quires integer quantization. 

III. SCATTERING 

In the above, we related the wavefunction when the 
string lies along the direction n with that when the string 
lies along the z axis. When there is only a single vector 
potential (which, for simplicity, we will assume 
throughout the following), this relation is 

'lin = e- im ' 8(n,r) '11', (3.1) 

where f3 is given by (2.18a), (2.18b), or (2.25), for the 
various cases. For concreteness, if we take'll' to be a 
state corresponding to a semi-infinite singularity line 
along the + z axis, then {3 is either {3o [(2. 18a)) or f3~ 
[(2.25)] depending on whether the singularity charac
terized by n is semi-infinite or infinite 0 By means of 
(3.1), we can easily build up the relation between solu
tions corresponding to two arbitrarily oriented strings, 
with nand n' say, 

(3.2) 

which expresses the gauge covariance properties of the 
wavefunctions. 

For scattering, we require a solution that consists of 
an incoming plane wave and an outgoing spherical 
wave. We will consider an eigenstate of J 0 k where J is 
the total angular momentum (see Sec. IV), 

J=rx(p+m' An) +m'r, (3.3) 

and k is the unit vector in the direction of propagation 
of the incoming wave (not necessarily the z axis). This 
state cannot be an eigenstate of k ·(r x p), since this 
operator does not commute with the Hamiltonian. How
ever, since 

eiA !? Je- iA =1.. (r xp) - rn', 

with 

A =m'[f3(n, r) - f3D (k, r»), 

the incoming state with eigenvalue8
•

9 

(k' J)' "" - m' 

(3.4) 

(3.5) 

(3,6) 

is simply related to an ordinary modified plane wave 
[1] is defined in (3.11), below), 
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>¥In = e-IA exp{i[k. r + Tjln(kr - k· r)J}. (3.7) 

This state exhibits the proper gauge covariance under 
reorientations of the string. In (3.5), the appropriate 
p's are given by (2.18a) or (2.25). 

The asymptotic form of the wavefunction is 

x :r sin (kr - Tj In2kr - ~ L + a L ) • (3.8) 

The summation in (3.8) is the general form of the solu
tion when the singularity line is semi-infinite, extend
ing along the + z axis, as shown in Ref. 1. In particular, 
fjJ~ is a generalized spherical harmonic [r= (Ii, cp)], 

(jm' I exp (i 1jJJ3 )exp (i liJ2 ) exp (i rpJ3) Ijm) 

=exp(im'?jJ)(2j + 1)-1/2fjj~(r), 

a L is the Coulomb phase shift for noninteger L, 

0L :=argr(L + 1 + iTj), 

and 

L+ -2'=[{j+-2')2_ m '2jl/2, Il(ee+g) T) = k 1 2 192' 

Upon defining >¥ out byB 

>Ir - e- IA [exp{i[k· r +Tjln(kr - k· r)]}+ >¥ out], 

where 1\ is given by (3.5), we find 

>Ir =!. e;(kr-ryln2kr)e im"f(e). 
out r -

(3.9) 

(3010) 

(3.11 ) 

(3.12) 

(3.13 ) 

In terms of the scattering angle, Ii, which is the angle 
between k and r, the scattering amplitude isl 

~ 

2ikj(8)= z= ,f2j + 1 fjj~, (11 - e,O)exp[ -i(11L - 20 L»). 
j= I m'l 

(3.14) 

The extra phase factor in (3.13) is given by (where k is 
characterized by Ii', CP' and - k by 11 - e' , cp' ± 11) 

(3.15) 

wherel,lO 

- (Ii + 11 - !i') (ct> - cp' 'f7T \ tan-l icp = cos 2 sin 2 ) 

[ (Ii - 11 + Ii') (ct> - cp' 'f7T)l"1 X cos 2 cos 2 IJ. (3.16) 

Straightforward evaluation shows that 

h=O (mod 2iT), (3,17) 

so that there is no additional phase factor in the out
going wave. Thus the phase factor found in Ref. 1 multi
plying the outgoing wave is, in fact, an overall phase 
factor multiplying the entire scattering wavefunction. Of 
course this clarification in no way changes either the 
scattering amplitude or cross sections calculated there. 

IV. SPIN 

Classically, the electromagnetic field due to two 
dyons at rest carries angular momentum [see (1.1) for 
m') 
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Selas.leal = m'r. (4.1) 

A quantum mechanical transcription of this fact allows 
us to replace the nonrelativistic description explored 
above, in which the interaction is through vector po
tentials (apart from the Coulomb term), by one in which 
the particles interact with an intrinsic spin. The deriva
tion of the magnetic charge problem from this point of 
view seems first to have been carried out by Goldhaber ~ 
in a simplified context, but it has recently been revived 
for 't Hooft monopoles3• 8 (where the spin is called 
"isospin") . 

Before introducing the notion of spin, we first con
sider the angular momentum of the actual dyon problem. 
For simplicity we will describe the interaction between 
two dyons in terms of a single vector potential A , and 
an infinite string satisfying (2.12). (The other cases 
are simple variations on what we do here and the con
sequences for charge quantization are the same as 
found in Sec. II.) Then the relative momentum of the 
system is 

p=llv-m'A. (4.2) 

Since 

vxA =r/r 3 -f(r), (4.3) 

we have the following commutation property valid every
where, 

IlV X MV= - im'[r/r3 - f(r»). (404) 

Motivated by the classical situation, we assert that the 
total angular momentum operator is 

J=rXMv+m'r. 

This is confirmedll by noting that, almost everywhere, 
J is the generator of rotations: 

~[r,J'ow]=owxr, (4.6) 
1 

~ [/lv,J·ow)=owx Ilv-m'f(r)X(owxr), (4.7) 
t 

where ow stands for an infinitesimal rotation. The 
presence of the extra term in (4.7) is consistent only 
because of the quantization condition, 2 For example, 
consider the effect of a rotation on the time evolution 
operator, 

e-iJ ' 6Wexp[_ i J dtHl eIJ
• 5W = exp[ - i J dt(li + ofl)] 

where 

oH = i[H ,J' ow) = m'v' [f(r)xorl, 

and 

or=owXr. 

Using the representation 

f(r) = 411" J dxi[o (r - x) - a (r + x) 1, 
c 

(4.8) 

(4.9) 

(4.10) 

where C is any contour starting at the origin and ex
tending to infinity, and the notation 

dtv=dr, 

we have 
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- i J dt 15 H = - im' 41T J dr 0 (dx x 15 r )1[15 (r - x) - 15 (r + x) l. 
(4.12) 

Since the possible values of the integral are 0, ± ~, ± 1 , 
the unitary time development operator is unaltered by a 
rotation only if m' is an integer. (Evidently, half-in
teger quantization results from use of a semi-infinite 
singularity line.) 

Effectively, then, J satisfies the canonical angular 
momentum commutation relations (also see the 
Appendix) 

!..JXJ=J 
i ' 

(4,13) 

and is a constant of the motion 

d 1 dt J = i [H ,J] = 0 . (4,14) 

And, corresponding to the classical field angular mo
mentum (4,1), the component of J along the line con
necting the two dyons, m', should be an integer. 

The identification of m' as an angular momentum 
component invites us to introduce an independent spin 
operator S. We do this by first writingll 

and 

SXr 
jJ.v=p+ -2-' 

Y 

which substituted into (4.5) yields 

J=rxp+S. 

(4.15 ) 

(4.16) 

(4.17) 

We now ascribe independent canonical commutation 
relations to S, and regard (4,15) as an eigenvalue state
ment. The consistency of this assignment is verified by 
noting that the commutation property for jJ.V [(4,4) 
without the f term] still holds true, and that S • r is a 
constant of the motion 

[S·1-,l1v]=O. (4,18) 

In this angular momentum description, the Hamiltonian, 
(2.10), can be written in the form 

where the orbital angular momentum occurs, 

L=rXp, (4,20) 

The total angular momentum, J, appears when the 
operator, 

p~ = r\ (r' p)2 + ~ r' p), 
is introduced into the Hamiltonian 

H = _1_ fp2 + .P - (J' r )2) + eIe2 + gIg2 
211\Jr y2 r 

In an eigenstate of .P and J. r, 
(.P)'=j{j+1), (J'r)'=m', 
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(4.21) 

(4.22) 

(4.23) 

(4.22) yields the radial Schrodinger equation solved in 
ReL 1. This modified formulation, only formally 
equivalent to our starting point, makes no reference to 
a vector potential or string. 

We now proceed to diagonalize the S dependence of the 
Hamiltonian, (4.19) or (4.22), subject to the eigenvalue 
constraint 

(S 0 r)' =m'. (4,24) 

This is most easily done by diagonalizing the angular 
momentum operatorS (4.17). In order to operate in a 
framework sufficiently general to include our original 
symmetrical starting point, we first write S as the sum 
of two independent spins, 

(4,25) 

We then subject J to a suitable5 unitary transformation 

J' = UJU- I , 

where 

(4,26) 

which rotates S.'b or into ±(S •• b)3' This transformation 
is easily carried out by making use of the representa
tion in terms of Euler angles, 

exp(iS, ¢ e) = exp(- iifJS3) exp(ieS2 ) exp(iifJS3L 

The general form of the transformed angular 
momentum, 

JI = rX [p + i sine( Sa3 
r 1 + cose 

+ Sb3 )] 
1 - cos e 

+r(S. -Sb)3' 

(4,28) 

(4,29) 

is subj ect, a priori, only to the constraint (4,24), or 

(4,30) 

We recover the unsymmetrical and symmetrical for
mulations by impOSing the following supplementary 
eigenvalue conditions: 

(1) S~3 = 0, 

(2) (Sa +Sbg=O. 

(4.31a) 

(4,31b) 

These yield the angular momentum in the form (4.5), 
the vector potential appearing there being, respectively, 

$ e 
(1) A = - r cot 2" ' (4. 32a) 

(2)A = - 5£. cote, 
r (4, 32b) 

which are (2.13) with n =z. 
The effect of this tranSformation on the Hamiltonian 

is most easily seen from the form (4,22), 

U[p; + J2 - (~' r)2] U- I = p2 + ~ (r X jJ.v)2 = (I1v)2, (4,33) 
r r r 

making use of (4.21), or 

(4.34) 

So by means of the transformation given in (4,27) we 
have derived the explicit magnetic charge problem, 
expressed in terms of J' and H', from the implicit 
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formulation in terms of the spin. These transforma
tions are not really gauge transformations, because 
the physical dyon theory is defined only after the eigen
value conditions (4.30) and (4.31) are imposed. The 
unsymmetrical condition (1) [(4. 31a)] gives rise to the 
Dirac formulation of magnetic charge, with a semi
infinite singularity line, and, from (4.30), m' either 
integer or half-integer. The symmetrical condition (2) 
[(4.31b)] gives the Schwinger formulation: an infinite 
singularity line [with (2.12) holding], and integer 
quantization of m'. These correlations, which follow 
directly from the commutation properties of angular 
momentum (the group structure), are precisely the 
conditions required for the consistency of the magnetic 
charge theory, as we have seen in Sec 0 II, 

Even though the individual unitary operators U are 
not gauge transformations, a sequence of them, which 
serves to reorient the string direction, is equivalent 
to such a transformation. For example, if we formally 
set 8

0
=0 in (4.27), 

U(l)=exp[iS O $(O-7T)], (4035) 

we have the transformation which generates a vector 
potential with singularity along the positive <; axis, 
(4. 32a), while 

U(2)=exp[iS o U2(e-7T)] (4036) 

generates a vector potential with singularity along n, 
(2. 13a), where e is the angle between nand r, 

cose = cos 0 COSx + sinO sinx cos(cp - Ij) (4,37) 

[the coordinates of n are given by (2,16)], and 

nXr 
~= Inxrl . (4.38) 

The transformation which carries (4. 32a) into (2 .13a) is 

(4.39) 

Since U (12) reorients the string from the direction z to 
the direction n, it must have the form 

U(12) := exp(iS, n<I» exp(- is· ~x). (4.40) 

The angle of rotation about the n axis, <I> , is most 
easily determined by considering the case S = ~ a, and 
introducing a right-handed basis, 

nxr 
u, =n, u2 = ---I ' u3 =n x u2 • I nXr 

Then, straightforward algebra yields 

l. ... _ sin~Ocos%x - cos~Osin%xcos(cp -Ij) 
CQSz'¥ - . 'e sm2 

and 

'l.... - cos~ 8sin%xsin(cp -1jJ) 
Sln 2'-l' = . 'e sm2 

(4.41) 

(4.42a) 

(4. 42b) 

The corresponding transformation carrying the vector 
potential with singularities along the negative z axis 
[(4.32a) with 8 - e - 7T], into the vector potential with 
singularities along the direction of - n [(2 .13a) with 
n- -n], are obtained from (4.40) and (4.42) [see also 
(4.35) and (4.36)] by the substitutions 

8- O+7T, e-e+7T. (4.43) 
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The combination of these two cases gives the transfor
mation of the infinite string, for which (4.27) is the 
prototype. 

Since the effect of exp(- is· ~x) is completely given by 

exp(- is ° ~X)53 exp(iS, h) = s· n, (4.44) 

that is, for the transformation (4.40), 

U(12) [r x (p + ~ cot ~ 53) - r5 3] U(~2) 

=exp(iSon<I»[rx(p+* cot~s.n)-rs.n ] 
x exp(- is 0 n<I», (4.45) 

in a state where Son has a definite eigenvalue, - m' , 
U(12) is effectively just the gauge transformation which 
reorients the string from the <; axis to the direction n. 
And, indeed, in this case, 

(4.46) 

where /3D is given by (2, 18a) as determined by the dif
ferential equation method. 

V. CONCLUSIONS 

There is no classical Hamiltonian theory of magnetic 
charge, since, without introducing an arbitrary unit of 
action,'2 unphysical elements (strings) are observable. 
In the quantum theory, however, there is a unit of 
action, ti, and since it is not the action W which is ob
servable, but exp(iW/ti), a well-defined theory exists 
provided charge quantization conditions of the form 
(1.1) or (1. 2) are satisfied. The precise form of the 
quantization condition depends on the nature of the 
strings, which define the vector potentials. It may be 
worth noting that the situation which first comes to 
mind, namely, a single vector potential with a single 
string, implies Schwinger's symmetrical formulation 
with integer quantization. 2 

We have seen in the nonrelativistic treatment of the 
two-dyon system that the charge quantization condition 
is essential for all aspects of the self-consistency of 
the theory. Amongst these we list the nonobservability 
of the string, the single valuedness and gauge covari
ance of the wavefunctions and the compatability with 
the commutation relations of angular momentum. In 
fact, all these properties become evident when it is 
recognized that the theory may be derived from an an
gular momentum formulation. 13.14 

APPENDIX: SINGULAR GAUGE TRANSFORMATIONS 
We here wish to show that it is precisely the singular 

nature of the gauge transformations (2.14) and (4.33) 
which is required for the consistency of the theory, that 
is, the nonobservability of the string. To illustrate 
this, we will consider a simpler context than that of 
the text, that is, an electron moving in the field of a 
static magnetic charge of strength K, which produces 
a magnetic field 

r 
H=K-2-' . r (Al) 

The string appears in the relation of H to the vector 
potential, 
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(A2) 

where the string function f satisfies (2. 6). Reorienting 
the string consequently changes A, 

A-A', 

which induces a phase change in the wavefunction, 

</J- </J' =exp(iA)</J. 

The equation determining A is (2,15), 

VA = etA' -A), 

(A3) 

(A4) 

(A5) 

which makes manifest that this is a gauge transforma
tion of a singular type, since 

(A 6) 

Recognition of this fact is essential in understanding 
the commutation properties of the mechanical 
momentum, 

7T=p-eA, (A7) 

since 

7T X 7T = - V x V + ie (V x A) . (A8) 

(Here, the parentheses indicate that V acts only on A, 
and not on anything else to the right.) Consider the 
action of the operator (A8) on an energy eigenstate </J. 
Certainly V x V</J = 0 away from the string; on the string, 
we isolate the singular term by making a gauge trans
formation reorienting the string, 

'.]; = exp(- iA)I/J', (A9) 

where 1/J' is regular on the string associated with A. 
Hence 

-VX V</J={O off string, 
i(VX VA)</J on string, 

so by (A5) and (A2), 

- V x V'.];(r) = iegf(r )1/J(r). 

Thus, when acting on an energy eigenstate [which 
transforms like (A4) under a string reorientation], 
(A8) becomes 

(AIO) 

(All) 

7TX7T- ie[(VxA) + gf(r)j =ieH. (AI2) 

This means that, under these conditions, the commuta
tion properties of the angular momentum operator 
(4.5), 

J = r X 7T - egr, (AI3) 

are precisely the canonical ones 

I -;-[r,J o6wj- 6wX r, 
1 

(A14a) 

(A14b) 

In Sec. IV, we considered the operator properties of J 

on the class of states for which V x V = 0, so an addition
al string term appears in the commutator (4.7). Never
theless, in this space, J is consistently recognized as 
the angular momentum, because the time evolution 
operator is invariant under the rotations generated by 
J. Here, we have considered the complementary space, 
which includes the energy eigenstates, in which case 
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the angular momentum attribution of J is immediate, 
from (AI4). 

Incidentally, note that the replacement (AI2) is nec
essary to correctly reduce the Dirac equation des
cribing an electron moving in the presence of a static 
magnetic charge, 

(Y7T +m)1/J=O, (AI5a) 

to nonrelativistic form, since the second order version 
of (AI5a) is 

(A15b) 

where H is the fully gauge invariant, string independent, 
field strength (AI), rather that (V xA), as might be 
naively anticipated. 15 (This form validates the con
sideration of the dipole moment interaction of Ref. I, 
where the nonrelativistic scattering, including anom
alous magnetic moment contributions, was analyzed 
numerically. ) 

Similar remarks apply to the non-Abelian, spin, 
formulation of the theory, given by (4.19). If we de
fine the non-Abelian vector potential by 

SXr 
eA=- -2-' r 

(AI6) 

the mechanical momentum of a point charge moving in 
this fi e ld is 

7T=P - eA, (A17) 

and the magnetic field strength is determined, analo
gously to (A 12), by 

eH=~7TX7T=(VxeA)-ieAxeA=-S.r ~. 
1 r 

(AI8) 

This reduces to the Abelian field strength (AI) in an 
eigenstate of S· Y, 

(S· y)/ = - eg, (A19) 

which is a possible state, since So r is a constant of the 
motion, 

[S·Y,7Tj=O. (A20) 

The Abelian description is recovered from this one by 
means of the unitary transformation (4.28), 

(A21) 

Under this transformation, the mechanical momentum, 
(AI7), takes on the Abelian form, 

A S3 e 
U7TU-1 = P + 1> -;:- tan 2" ' (A22) 

where we see the appearance of the Abelian potential 

eA = - S 5P. tan I!. (A23) 
3 r 2 ' 

corresponding to a string along the - z axis. In an 
eigenstate of S3' 

S; = (US 0 Y U-1)' = - eg, (A24) 

this is the Dirac vector potential. To find the relation 
between this vector potential and the field strength, we 
apply the unitary transformation (A21) to the operator 
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eH=V x eA + eA xv - ieAxeA 

to obtain16 

UeHU-l= (v x eA) - iUV XVU- 1 = (v x eA) - S3f(r), 

where f is the particular string function 

f(r) = - 47Tk 17 (- z)6 (x)6 (y), 

(A25) 

(A26) 

(A27) 

17 being the unit step function. In this way the result 
(A2) is recovered. 
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The energy dependent transport system in an anisotropic medium in slab geometry subjecting possible 
internal source q and incoming fluxes ljio, Iji j is discussed. It has been shown in an earlier paper that 
under certain conditions on the average number of secondary neutrons per collision c, the scattering cross 
section U', and the optical slab length 2a, this system has a unique nonnegative solution for all inputs q, 
ljio, ljij. The aim of this paper is to establish analogous conditions on c, U', a so that the system has no 
nonnegative solution when there is either internal source or incoming fluxes (or both), and it only has the 
trivial solution when neither internal source nor incoming fluxes are present in the system. This conclusion 
together with the earlier results yield explicit conditions for insuring the supercriticality and the 
subcriticality of the energy dependent system and therefore lead to analytical upper and lower bounds for 
the critical value c· in terms of U' and a. 

I. INTRODUCTION 

In a previous paper the authorl discussed the critical
ity and subcriticality question for the energy dependent 
neutron transport in an anisotropic homogeneous medium 
in slab geometry. The main result in that paper is the 
establishment of some explicit conditions on the constant 
c, the average number of secondary neutrons per colli
sion, in terms of the scattering (including fission) 
cross section a and the optical thickness 2a of the slab 
so that the energy dependent system is subcritical; that 
is, the system has a unique nonnegative solution for 
every internal source q and incoming fluxes if!o, if!1' The 
purpose of this paper is to establish some analogous 
conditions on c in terms of a, a so that the energy- de
pendent system has no nonnegative solution for any in
ternal source and incoming fluxes and it only has the 
trivial solution when there is neither source nor incom
ing fluxes. The nonexistence of a solution for every in
homogeneous boundary value problem and the existence 
of only the trivial solution for the homogeneous problem 
insure that the system is supercritical (see the defini
tion in Sec. 2). These results extend those obtained in 
Ref. 2 for the case of the monoenergetic system. Since 
the condition for supercriticality given in this paper and 
that established in Ref. 1 for subcriticality are both ex
plicit they can be readily used to determine whether and 
when it is possible or not possible to find a physically 
meaningful solution. As an example, our results show 
that if J a(· ,E') dE'? 1 and c > 2[1 - E 2(2a)j-l, where E' 
is the energy variable, and E 2(z) is the second order 
exponential integral [see Eq. (2.18)], then it is impos
sible to find a solution by any existing method when q, 
~'o, if! 1 are not aU identically zero. However, there al
ways exists a unique solution when J a(· ,E') dE' ,,:; 1 and 
c <: [1- E 2(a)j-l (cf. Ref. 1). More specific conditions on 
C, a, a for the nonexistence problem are given in the 
following section. These conditions together with those 
obtained in Ref. 1 lead to some explicit upper and lower 
bounds for the critical value c* of the energy dependent 
system. 

2.SUBCRITICALITY AND SUPERCRITICALITY 

Consider the energy-dependent neutron transport in 

an anisotropic homogeneous medium in slab geometry 
with its faces located at x = - a and x =a. If the system 
is subjected to an internal source q and incoming fluxes 
if!o, <PI at the slab faces, then the neutron density N 
=N(x, /l,E) is governed by the equation 

XN(x, /l', E')d/l' dE' +q(x, /l,E) (2.1) 

and the boundary condition 

N(-a,/l,E)=</!o(/l,E) (0<:/l,,:;1, E o":;E":;E 1), 

N(a, /l,E) =<Pl(/l,E) (-1":; /l < 0, Eo,,:;E ,,:;E1), 

(2.2) 

where c is the average number of secondary neutrons 
per colliSion, /l is the direction cosine relative to the 
x axis, (Eo, E 1) is the energy interval, and a is the scat
tering (including fission) cross section which satisfies 
the condition 

%JE1J l a(/l E'/l' E')d/l'dE''':;1. 
EO .. 1 '" 

As in Ref. 1 we have taken the total cross section as 
one so that 2a should be considered as the optical thick
ness of the slab. For physical reasons we assume that 
a, q, if!o, if!1 are all nonnegative continuous (or piecewise 
continuous) functions of their respective arguments. 
We also assume that a(J.J., E; Il', E') = a(/l', E'; /l, E). 

It is shown in Ref. 1 that the boundary value problem 
(2.1), (2.2) can be reduced to the integral equation 

N(x,/l,E)=(F(N))(x,/l,E) [(x,/l,E)E:D], 

where D = [- a, a] X [- 1,1] x [Eo, E 1] and 

(F(N))(x, /l, E) 

(2.3) 
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/ f
(x+a)/u 

exp[ - (x + a) Il ]/Po<Il, E) + exp(- T){f(N)) o 

x {X- Til, Il,E)dT (0 < Il'" 1), 

- (j(N»)(x, 0, E) (Il = 0) (2.4) 

[( )/] ( j (a-x)/(-U) 
exp a-x 1l1f!IIl,E)+ exp(-T)(j(N» 

o 

(X-TIl,Il,E)dT (-1"'1l<0) 

(- a"'x "'a,Eo",E "'E l ). 

In the above relation the functionf(N) is given by 

(j(N)}(x, Il, E); f [El (! a(Il,E; 1l',E') 
JEo 1-1 

XN(x, 1l',E')dll' dE' +q(x, Il,E). 

(2.5) 

Our investigation for the subcriticality and the super
criticality of (2.1), (2.2) is based on the integral form 
(2.3). 

We say that the system (2.3) is subcritical if for 
every internal source q and incoming fluxes 1f!0, 1f!1 this 
system has a unique nonnegative solution; it is said to be 
critical if the corresponding homogeneous system (i. e. , 
q = 1f!0 = 1f!1 = 0) has a nontrivial nonnegative solution; and 
it is called supercritical if (2.3) has no nonnegative 
solution for any q, 1f!0, 1f!1t not all identically zero, and 
it only has the trivial solution when q, 1f!0, 1f!1 are all 
identically zero. 

For notational convenience, we set 

a(Il', E') = sup{a(ll, E; Il', E'); - 1'" Il "'1, Eo'" E ",E l }, 

!::(Il',E')=inf{a(Il,E;Il',E'); -1"'1l",1, E o",E",E l }, 

aM(Il')=max{jEla(Il',E')dE', j
E

l a(_Il',E')dE'}, 
EO EO 

a (1l')=min{J
E

l a(Il',E')dE', 1, E
l a(_Il',E')dE'}. 

-'" EO - EO -

(2.6) 

Notice from the hypothesis a(ll, E; Il', E') 
=: a(Il', E'; Il, E) that a(Il', E') =: a(ll, E) and a(Il', E') 
=: a(ll, E). Before discussing the supercritkality of the 
system we state the following theorem from Ref. 1. 

Theorem 2.1: Assume that o(Il',E') > 0 and that 

c 101 
0M(1l ')(1 - exp(- a/ Il '» dll' < 1. (2. 7) 

Then for any nonnegative inputs q, 1f!0, 1f!1 the integral 
equation (2.3) has a unique nonnegative solution. In 
particular, the homogeneous system (i. eo, q =: 1f!0 =: 1f!1 
=: 0) has only the trivial solution N = O. 

The result in Theorem 2.1 implies that under the con
dition (2.7) the transport system is subcritical. As a 
direct consequence of Theorem 2.1 we also have 

Corollary 1: Assume that o(Il', E') > 0, aM(Il')'" 1 and 
c < [1- E 2(a)]-I. Then the system (2.3) is subcritical. 

Proof: This follows from Theorem 2.1 using the re
lation 

ct aM(Il')(I-exp(-a/Il'»dll' 
o 
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In order to obtain a sufficient condition for the super
criticality of the system we first prepare the following 
lemma. 

Lemma 2. 1: Let N(x, Il, E) be a nonnegative solution 
of (2.3) and let ~(Il', E') > 0 on (- 1,1) x (Eo, E l ). Set 

g(x)=" JE
E

I Jl a(j.L ,E)N(x, Il,E) dll dE (- a"'x "'a). o -1-

(2.8) 

If the functions N, 1f!0, 1f!1 are not all identically zero, 
then g(x) > 0 for every - a'" x", a. 

Proof: Multiplication of (2.3) by a(ll, E) and integra-
tion over (- 1,1) x (Eo, E 1) yield -

g(x) = J E
E

I f a(j.L, E) exp(-(x +a)/ 1l)1f!0(1l, E)dll dE o 0-

j E Jl f(na)/u + I exp(- T)a{ll, E)f(N)(x - Til, Il, E) 
EO 0 0 -

XdTdlldE 

+ JE:I i~ ~(Il, E) exp({a - x)/ 1l)1f!1 (Il, E)dll dE 

1, EI jl j (a-x)/(-u) 
+ exp(- T)a(ll, E)f(N) 

EO 0 0 -

(2.9) 

Replacing Il by (- Il) in the last two integrals and us
ing the relation (2.5) for f(N) we obtain 

(E l fl [ ((x+a) / u 
+ J EO 0 Jo exp(- T)!::(Il, E)q(x - Til, Il, E) dT 

+ (Ell! [la-x)/u exp(- T)!::(-Il,E)(f (Ell1~(Il',E') 
JED ° Jo JED -1 

XN(x + Til, Il', E') dll' dE) dT dll dE 

="/1 (x) +I2(x) +I3(x) +I4(x), (2.10) 

where I j (x), i = 1, ... ,4, represent the four integrals 
in (2.10). Let Xo be a point in [- a, a] such that g(xo) 
= inf{g(x); - a ", x", a}. Then we have: (i) II (xo) > 0 when 
either 1f!0' 0 or 1f!1' 0; (ii) 12 (xo) ?o 0 when q?o 0; and (iii) 
I 3(xo} +I4(xo) > 0 when N* O. The result in (ii) is obvious. 
To show (i) we observe that if 1f!0'0 on (0,1) x (Eo, E I ) 
or 1f!1' 0 on (- 1, O}x (Eo, E l ) [i. e., 1f!1 (- Il, E), 0 on (0,1) 
X(Eo,E l )], then for every XE (- a,a] the integrand in the 
first integral in (2.10) is strictly positive in some sub
domain in (0,1) x (Eo, E l ) and thus the whole integral is 
positive. This implies, in particular, that II(xo) > 0 
which proves (i). Since for anyxE[-a,a], IlE[O,I], 
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(2.11) 

We see thatifNrO, then eitherN(xo-7/J.,/J.,E»0 
for 0 ,,:: 7":: (XO + a)/ /J. in some subdomain of (- a, xo) 
X(-I, 1)x (Eo,E1) or N(xo + 7/J. , /J.,E) > 0 for 0"::7":: (a 
- xo)//J. in some subdomain of (xo,a)X (-1, 1)x (Eo,E1). 
In any case, at least one of the integrals in the bracket 
in the third and fourth integrals [i. e., in 13 (x) and 
14(x)] of (2.10) is strictly positive for the indicated 
intervals of 7. In view of (2.11) we have either 13(xo) 
> 0 or 14 (xo) > 0 which leads to the result in (iii). It fol
lows from (i)- (iii) that g(x 0) > 0 and therefore g(x) > 0 
on [-a,a]. This proves the lemma. 

Remark 2.1: Although the requirements of Nr 0 and a 
> 0 insure that g(x) r 0, the pos itivity of g(x) may not -
hold for every x E [- a, a] if N is not a solution of (2.3). 
In fact, if N is an arbitrary nonnegative nonzero func
tion, then at any point Xl where N(Xl, /J., E) = 0 on (- 1, 1) 
x (Eo, E 1) we have g(Xl) = O. Thus the assumption of N 
being a solution of (2.3) is essential in the proof of 
Lemma 2.1. Notice that II (xo) > 0 when either <por 0 or 
<PI r 0 but it is not always true that 12 (xo) > 0 when q r o. 

Using the result of Lemma 2.1 we now prove the 
following theorem. 

Theorem 2.2: Assume that !:(/J.', E') > 0 and 

(2.12) 

Then given any inputs q, <Po, <PI the system (2.3) has no 
nonnegati ve solution when q, <Po, <Pj are not all identical
ly zero; and it only has the trivial solution when q, <Po, 
<PI are all identically zero. 

Proof: Assume that N is a nonnegative solution of 
(2.3) when q, <Po, <PI are not all identically zero. Clearly 
N r 0 and thus by Lemma 2. 1, g(x 0) = infg(x) > 0 for 
some Xo in [-a,a]. Since by (2.8). 

J
E

l Jl g(xo)":: a(/J.',E')N(z,/J.',E')d/J.'dE' 
EO -1-

for every z E [- a, a], and since the points z ;; Xo - 7/J. with 
0,,:: 7';: (xo +a)//J. and z ;;xo + 7/J. with 0":: 7":: (a - xo)//J. are 
all in [-a,a] we see from the definition of 13(x), 14(x) 
that 

13(xo) ~ ig(xo) lEI £1 !:(/J., E)(I- exp[ - (Xo + all /J.]) d/J. dE 
EO 

C [El (I 
14 (xo) ~ "2g (xo) J

E 
Jo !:(- /J., E)(l - exp[ - (a -xo)/ /J.]) 

o 

It follows from (2.10) with X =xo that 

g(xo) ~ II (xo) +12 (xo) +%g(xO);:1 :!.m(/J.) 

xd/J. dE. (2.13) 

X[2- exp(- (xo +a)//J.)- exp(- (a-xo)//J.)]d/J.. 

(2.14) 

Since for each /J. > 0 the function p(x) =2 - exp(- (x 
+a)//J.)- exp(- (a-x)//J.) possesses the property that 
p"<O for aUx, the minimum of p on [-a,a] occurs at 

385 J. Math. Phys., Vol. 19, No.2, February 1978 

x = ± a and is equal to (1 - exp(- 2a/ /J. ». This implies 
that 

g(xo) ~ II (xo) +/2(xo) +fg(xo) 11 !:m(/J. )(1- exp(- 2a/ /J.» d/J.. 

(2.15) 

But by the hypothesis (2.12) and the fact that II (xo) 
+/2(xo) ~ 0 and g(xo) > 0 the above inequality is impos
sible. This contradiction shows that there exists no 
nonnegative solution when q, <Po, <PI are not all identical
ly zero. In the case of q == <Po = <PI = 0, then II (xo) =12 (xo) 
=0 and thus (2.15) is reduced to 

(2.16) 

In view of (2.12) the above inequality is impossible un
less g(xo) = O. However this insures that N;; 0, for other
wise Lemma 2.1 implies that g(xo) > O. Therefore, the 
only solution of (2.3) is the trivial solution N;; 0 when 
q, <Po, <PI are all identically zero. This completes the 
proof of the theorem. 

Remark 2.2: It is seen from (2.15) that if <Po, <PI are 
not both identically zero then the system (2.3) has no 
nonnegative solution even when the left side of (2.12) is 
equal to one. 

It is interesting to note that if :!.m(/J.') can be written as 
a polynomial of the form 

am(/J.')=aO+al/J.'+··· +am(/J.,)m, 

then the condition (2.12) for supercriticality is reduced 
to 

(2.17) 

where En{z) is the nth order exponential integral defined 
by 

En(z);; ~'" rn exp(-zt)dt = 101 
/J.n-2 exp(- z//J.)d/J., 

n = 0, 1,2, •••. (2. 18) 

Similarly, if aM(/J.')=bo +b1/J.' + ••. +bm(/J.,)m, then the 
condition (2.7) for subcriticality becomes 

c t bn[(n + 1)-1 - Enda)] < 1. (2.19) 
n=O 

Since the values of En(z) have been tabulated in standard 
tables (e. g., see Ref. 3), numerical values for c in 
terms of a (or vice versa) can immediately be obtained 
from (2.17) and (2.19), respectively. In the special 
case of isotropic medium, a(/J.,E;/J.',E');;a(E,E') is in
dependen t of (/J., /J. ') and thus aM (/J. '), !:m (/J. ') become the 
constants 

(2.20) 

In view of Theorem 2.1 and 2,2 we have the following 
conclusion. 

Theorem 2.3: Assume that a~a(E,E') is independent 
of (/J.,M') and!:(E'»O. Then the system (2,3) is sub
critical if 

(2.21) 

C.V. Pao 385 



                                                                                                                                    

while it is super critical if 

c!!.m > 2[1 - E2 (2a) ]-1. (2.22) 

Thus the critical value c* of the system is bounded by 

(2.23) 

When the transport system is energy independent the 
equations governing the density function N=N(x, fl) are 
given by 

aN Cfl 
fl-a- +N =-2 a*(fl, fl')N(X, fl/)dfl' +q(x, fl) 

x -I 

(2.24) 

N(-a,fl)=lf!o(fl) (O<fl ""1), (2.25) 
N (a, fl) = 1/11 (fl) (- 1 "" fl < 0). 

The above system can be deduced from (1. 1), (1. 2) by 
consideringN, q, 1/10' 1/11 independent of E, a=a(fl;fl/,E'), 
and 

Using the notation 

a*(fl/) = sup{a*(fl , fl/); -1"" fl "" 1}, 

!!.*(fl/) = inf{a*(fl , fl/); -1"" fl "" 1}, 

at(fl/) = max{ a* (fl/), a* (- fl/)}, 

!!.!(fl/) =min~*(fl/), !!.*(- fl/)}, 

(2.26) 

and considering (2.24), (2.25) as a special case of 
(1. 1), (1. 2) we can deduce the following results from 
Theorems 2.1 and 2.2. These results have already 
been established in Refs. 1 and 2 by considering (2.24) 
and (2.25) directly. 

Corollary 1: Assume that a* (fl , fl/) = a* (fl' , fl) and 
!!,!(fl/) > O. Then the system (2.24), (2.25) is subcritical 
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if 

c t at(fl/)(1 - exp(- a/ fl ,)) dfl' < 1, 
o 

and it is supercritical if 

(2.27) 

(2.28) 

In the special case of monoenergetif, isotropic medi
um we may take a* = 1. In this situation we have the 
following simple criteria for the subcriticality and 
supercriticality of the system. 

Corollary 2: For monoenergetic, isotropic medium 
the system (2.24), (2.25) is subcritical if 

c < [1 - E 2(a)]-I, (2.29) 

and is supercritical if 

c> 2[1- E2(2a)]-I. 

Thus the critical value c* is bounded by 

[1 - E 2(a)]-1 "" c* "" 2[1 - E 2(2a)]-I. 

(2.30) 

(2.31) 

Remark 2.3: It is interesting to note that the differ
ence between the upper and lower bounds of c* is small 
for small values of slab thickness (2a) and grows larger 
as a increases. However, the upper bound is at most 
twice as much as the lower bound. For numerical ex
amples, these bounds are given respectively, by 
(19.87,23.02), (3.60,4.70), and (1.17,2.08) when (l 

= 0.01, 0.10, and 1. 00. The limiting case as a - 00 is 
1"" c* "" 2 (cf. Ref. 2). 

Ie. V. Pao, J. Math. Phys. 18, 544 (1977). 
2C. V. Pao, "Supercriticality of neutron transport in an aniso
tropic slab medium" Transport Theory Stat. Phys. (to 
appear). 

3M. Abramowitz and LA. Stegun, Eds; Handbook of Mathema
tical Functions (Dover, New York, 1965). 
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Interaction and stability of localized solutions in a classical 
nonlinear scalar field theorya) 

Luis Vazquezb} 

Department of Mathematics, Brown University, Providence, Rhode Island 02912 
(Received 16 May 1977) 

The interaction between the localized solutions of a nonlinear scalar field theory are studied. We also 
study the stability of the above solutions under certain time-dependent perturbations. 

I. INTERACTION BETWEEN LOCALIZED SOLUTIONS 

We consider the solvable nonlinear scalar field1 based 
on the Lagrangian density 

L = ea~r -(V</»2 + g</>6 +.;z</>2 (l) 

with </> = </>(x, t) a real scalar field, g a positive constant 
and the constant h ~ t. The field equation associated 
with (1) is 

- </>tt + A</> + 3g</>5 + (h/Y-)</> = 0, (2) 

which admits the spherically symmetric static solutions 
of the form 

Z~ 

¢ = [(4/{:l2)Z\~; +? ]172 

with the conditions (:l = ± 2(1 _ 4h)1/2 

a=(!3-2)/4 

and where Z is an arbitrary constant. The energy as
sociated with the solution (3) is 

(3) 

(4) 

E=~ER{32=ER(I-4h), (5) 

where ER = 112 /2~ /2 is the energy obtained by Rosen in 
the case !3 = 2. 2 

Let us now consider the interaction between the local
ized solutions (3): 

(A) If ¢1 and </>2 are two solutions with constants Zl 
and Z2' then we get the solution 

P(Zl,Z2)~ 

where P(Zl' Z2} is any function of Zl and Zz. In parti
cular if P(Zl,Z2)=Zl±Z2 then </>(¢b</>2)=±¢(¢2,</>1)' 

The above fact suggests the following rule for the 
superposition of two spherically symmetric solutions of 
(2): 

¢2 =2Z2(Zil¢i +Z~/</>~t\ Z =[(Zi +Zi)/211/4 • (6) 

Here ¢ describes a localized solution with the same en
ergy as either ¢1 or </>2' Thus we can interpret ¢ as a 
bound state of ¢1 and ¢2 such that the bound state en
ergy is the mass of either ¢1 or ¢2' Assuming Zl»Z2, 

aJResearch supported by a fellowship of the Program of Cultur
al Cooperation between the United states and Spain. 

bJOn leave from Departamento de Fisica Teorica, Universidad 
de Zaragoza, Zaragoza, Spain. 

we have that ¢"'21/4</>1 when r-O and ¢"'2-1/ 4¢1 when 
r-oo. 

The above results hold for n localized solutions; in 
particular, we get 

</>2 =nZ2(t ~)_1, Z =(1. t zt) 1/4. 
,=1'1-', ni=l 

(B) Equation (2) also admits the solution 

Zlr- ~I'" 
</>(r- ~)=[(4/!32)Z4g+ Ir- ~IB11/2 

(7) 

(8) 

where ~ is a constant vector, which locates the center 
of the localized solution. For the superposition of local
ized solutions of the form (8) when !3 = 2 (a = 0), we have 
the following rule: 

2 2 (A Z~ )_1 
</> =nZ ~-;;:t 

1.=1 '+"1. 
(9) 

Z = -:0 zt + B d - - :0 r i [I" n 1(" )2]1/4 
n i=l 1=1 n 1=1 

where rj is the constant vector associated with ¢ i' 

(C) Let us find the static force between two localized 
solutions by the method of Rosen et al. 3 The method in
volves integration of the normal component of the en
ergy-momentum tensor 1"'" over a surface enclosing 
the localized solution, which then yields the force on 
the "particle." 

ConSider two localized solutions centered at points 
r1 = (0,0, - R/2) and r2 = (0,0, R/2) at time t = O. The 
separation R is assumed to be much larger than the 
sizes (4Ztg/{:l2)1/S of the localized solutions. Suppose 
we have the initial conditions for Eq. (2) 

¢(r,0)=</>1(r-r1)+¢2(r-rZ), (~¢t·.) =0. (10) 
toO 

To find the force on localized solution ¢z, we have to 
compute the surface integral of Tl'v over a surface en
closing the center of ¢2 but excluding the center of </>1, 
Following Rosen, we take the unbounded surface pre
scribed by Z = O. Since in this case ¢I are with cylin
drical symmetry about the Z axis, the force on </>2 is 

p1=p2=O, 

(1Ia) 
p3 = Jz=o T33 dx dy, 

where 

(llb) 
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In the limit of large R, we obtain 

Fl = - C~ 28 /2: : :)[16Z1Z 2 - (13 - 2)(Zl - Z2)2] 

1 
x-~;"-~ 

R({l+Z)/2 (12) 

which corresponds to the potential energy 

V=_(~28!2i3+2\[16Z Z -("-2)(Z -Z )2]~ 1 
2 i3+6) 12 fJ 1 2 i3Ji!Tl' 

(13) 

As we can see when f3 > 2 (0 < i3 < 2) we have the anti
Coulomb interaction obtained by Rosen4 plus a repulsive 
(attractive) interaction, which corresponds to the re
pulsive (attractive) scalar potential in Eq. (2). 

When 13 = 2, with the help of (9) we get the localized 
solution X as a superposition of ¢1 and ¢2 given in (10) 
as 

Z 
X = (Z4Jr + r 2)1/2 , 

(
Z4 + Z4 1 ) 1/4 Z- _1 __ 2+_R2 

- 2 2Jr . 

(14) 

Now if in (10) we consider ¢(r, 0) =X and ¢t(r, 0) =0, 
then Fl = O. This means that the state represented by 
X is a static state of two localized solutions and there 
is no force between them. But the above state X is un
stable because, if ¢t(r, 0) *0 it follows from (11) that a 
force Fl appears between ¢1 and ¢z, 

II. STABILITY OF THE LOCALIZED SOLUTIONS 

Let us now consider the stability of the solutions (3) 
under scalar perturbations acting in a short time. 

(A) We have the same Lagrangian (1) plus the 
interaction 

(15) 

with rp=sin(7TtIT) if tE[O, T] and rp=O otherwise. The 
field equation is 

- ¢t! + A¢ + 3g¢5 +{[h + rp(t)J!~}¢ = o. (16) 

Numerically (the Appendix), we studied the Eq. (16) with 
the initial conditions: 

Zyx 
¢(r,0)=(4/i32z4Jr+I)1/2 , 

¢t(r,O)=O. 

(17) 

We considered the three cases 13 = 10, 15,20 for which 
¢(r,O) is concentrated near r= O. Also we studied the 
perturbation for three values of T~ Ta, where T8 is the 

TABLE I. 

I ¢ Imax(r} E 

0.00 0.708(1.) 3.93 
0.04 0.709(1. ) 3.78 
0.08 0.711(1.) 3.83 
0.12 0.713(1.) 3.93 
0.16 0.718(1.) 3.93 
0.205 0.728(1. ) 3.93 
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TABLE II. 

0.000 
O.OO.J 
0.006 
0.008 

0.708(1. ) 
0.989(1.) 
2.243(1.) 

E 

3.937 
6420.18 

125637.21 

lifetime of the corresponding state. 1 The behavior of 
the solution is the same in all cases. The energy as
sociated with ¢(r, t) changes in the interval [0, T], re
maining constant when t ~ T and such that E(O) == E(TL 
Also I ¢ (r, t) I max increases continuously, even when 
t "> T. Thus we can expect unbounded growth in ¢ for 
as t - 00. For the case 

13=20 (T8=0.08), Z=l, g=100, T=O.l (18) 

we represent in Table I the variation of I ¢ I max and the 
energy E. The weakness of the perturbation represent
ed by (15) is reflected in the fact that when it stops at 
t = T, there is a negligible variation in the shape of ¢ 
compared with its shape at t = O. Also at t = T we have 
l¢t/¢1 ""10-4. 

(B) As above, we consider the Lagrangian (1) but 
with the interaction 

L 1= rp(t)¢2 (19) 

with rp(t) the same as in (A). The field equation is 

- ¢tt + t:.¢ + 3K¢5 + (h/~)¢ + rp(t)¢ = o. (20) 

We proceed as before, considering the same cases, 
and we find the same behavior in all the cases except 

...-

2 40 

FIG. 1. Time development of the amplitude ¢(r,t) correspond
ing to the Eq. (20) with initial conditions (17) -(18). The time 
and space intervals are t:.t ~ 0.002 and t:.r= O. 002. 
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for the behavior with the interaction given by (15), for 
which the amplitude <:/> increases without bound in a very 
short time. The effect of the interaction given by (19) 
must be stronger than that given by (15) in order to de
stroy the localized solution. We represent in Table II 
the variation of I<:/>Imax and the energy E, while in Fig. 
,1 we illustrate the time development of <:/>(r, t), for the 
initial conditions (17), (18). 
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APPENDIX 

Equations (16) and (20) are particular cases of the 
equation 

Utt - Urr - 2Urlr- 3gcf' + q(r, t)u =0. 

With the change V = rU, we get 

3g 5 ( 
Vtt-Vrr-~V +qr,t)V=O r 

with V(O, t) = O. For numerical purposes we replace 
(A2) with5 

389 J. Math. Phys., Vol. 19, No.2, February 1978 

(Al) 

(A2) 

Vj+l- 2V'j + V'f_l 
(ad 

where At and Ar are the time and space intervals. The 
function V(r, t) is approximated by Vj = V(jAr, nAt). 
When q is time-independent, the quantity which approxi
mates the energy 

6 Ar {(Vjl- VJ)2 +(V7:~- V'j+l) (VJ+l- Vi) 
j At Ar Ar 

(A4) 
is conserved. 5 
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On equivalence of parabolic and hyperbolic super
Hamiltoniansa) 
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Three types of super-Hamiltonians occur in generally covariant field theories: linear in the momenta 
(hypersurface kinematics), parabolic in the momenta (parametrized field theories on a given Riemannian 
background), and hyperbolic in the momenta (geometrodynamics). Three simple models are discussed in 
which the linear or parabolic super-Hamiltonian can be cast, essentially by a canonical transformation, 
into an equivalent hyperbolic form: (l) The scalar field propagating on a (l + 1 )-dimensional flat 
Minkowskian background, (2) hypersurface kinematics on a (1 + n )-dimensional flat Minkowskian 
background, and (3) geometrodynamics of a (l + 2)-dimensional vacuum spacetime. The implications for 
constraint quantization are mentioned. 

1. INTRODUCTION 

Parametrized Hamiltonian dynamics of tensor 
fields propagating on a given geometrical background1 

resembles in most respects the Hamiltonian 
geometrodynamics,2 in which the fields are coupled 
to geometry by Einstein's law of gravitation. In 
both theories, the Hamiltonian is a linear combina
tion of the constraint functions, called super-Hamil
tonian and supermomentum. The coefficients of 
this linear combination enter the action as Lagrange 
multipliers and have the same geometrical interpre
tation in both schemes, su~gested by their accepted 
names, the lapse and the shift functions. The varia
tion of the Lagran,!,e multipliers leads to the super
Hamiltonian and supermomentum constraints which 
limit the choice of the canonical field variables. The 
Poisson brackets between the constraint functions 
have the same universal structure. 3 The supermo
menta are always linear functions of the field 
momenta. 4 

Inspecting the super-Hamiltonians, however, we 
come across the first fundamental difference between 
the two theories. The geometrodynamical super
Hamiltonian is a quadratic function of the field mo
menta, characterized by a hyperbolic "supermet
ric. "5 The super-Ham iltonians of standard tensor 
fields propagating on a given background are quad
ratic in the field momenta, but linear in the "kine
matical" momenta canonically conjugate to the em
bedding variables. These super-Hamiltonians thus 
have a "parabolic" character. 6 

Viewing the super-Hamiltonian as the starting 
point of canonical quantization, one is led to a 
Schrodinger equation for the field propagating on a 
given background, but to a Klein-Gordon equation 
for quantum geometrodynamics. The latter situation 
is never encountered in the conventional Lorentz 
invariant quantum field theory; the simile particle 
may obey the Klein-Gordon equation, but the evolu
tion equation for the quantized field is always of the 
Schrodinger type. The Klein-Gordon field equation in 

a) Partially supported by NSF Grant No. MPS-74-16311 to the 
University of Utah. 

quantum geometrodynamics leaves us with unsettiinl'; 
unresolved problems touching the very interpretation 
of the formalism. 

Two general proposals have been made how to lin
earize the geometrodynamical super-Hamiltonian in 
at least some of the field momenta. From the ADM 
perturbation analysis7 it is apparent that the direct 
information about time is carried by the geometro
dynamical momentum, rather than by the hypersur
face geometry in the role of the configuration co
ordinate. The author suggested8 that the geometro
dynamical super-Hamiltonian is to be cast from the 
hyperbolic to a parabolic form by a canonical trans
formation before the fields are quantized. The tran
sition to such an "extrinsic time representation" 
was accomplished for speCific minisuperspace mod
els. 9 York10 has developed a beautiful general 
scheme defining the extrinsic time and the conjugate 
energy denSity and casting the super-Hamiltonian 
into a parabolic form, the energy density entering 
linearly into the new super-Hamiltonian. A possible 
use of York's scheme in canonical quantization has 
been explored by Teitelboim. l1 The prinCipal diffi
culty to be overcome is the implicit and highly non
local structure of the new super-Hamiltonian, which 
makes it extremely difficult to decide on a proper 
factor ordering. 

The second proposal attempts to linearize the 
quadratic gravitational super-Hamiltonian similarly 
as the Dirac equation linearizes the ordinary Klein
GonIon equation. 12 The resulting scheme is equiva
lent to super-gravity. 13 The price to pay for the lin
earization is thus a supplementary ~-spin field 
coupled to geometry. 

In this paper, we want to discuss much simpler 
aspects of the linearization problem. \Ve shall con·
struct three elementary models in which a hyperbolic 
super-Hamiltonian constraint is cast into an equiva
lent parabolic (or linear) form by a suitable canonical 
transformation. In our models, both the old and the 
new constraints are local in the respective field 
variables, and no supplementary spinor fields are 
necessary. The canonical transformations used are 
in one case a linear transformation of the canonical 
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variables, in another case a transformation in the 
configuration space of the system complemented by 
adding a gradient to the field momentum. These are 
transformations which, unlike the general canonical 
transformation, are expected to preserve the quan
tization scheme. 

Neither of the models yields easily to a generali
zation. We do not propose them as solutions to 
present difficulties, but rather as idealized models 
(similar to soluble models of ordinary quantum 
field theory) on which there is a hope of exhibiting 
explicitly the relationship between the Klein-Gordon 
and the Schrodinger field quantizations. Even so, 
the rigorous comparison of these two schemes does 
not seem feasible at the present moment, due to the 
unresolved difficulties how to define the densities, 
rather than the integrated constraints, as meaningful 
operators. 

The first of our models shows how to reinterpret 
the massless real scalar field propagating on a 
(1 + I)-dimensional flat Minkowskian background as 
a collection of three massless scalar fields, two 
with a positive, and the third with a negative energy 
densities, combined into a hyperbolic super-Hamil
tonian. It also shows that the massive real scalar 
field leads to a model mimicking the supermetric 
of a curved superspace. 

The second model shows that the linear (kinemati
cal) part of the super-Hamiltonian constraint of a 
parametrized field theory on a flat Minkowskian 
background in 1 +n dimensions can always be cast 
into an equivalent quadratic form. This model is in
teresting because it provides an example of the 
theory in which the Lagrange multipliers are only 
weakly equal to the lapse and shift functions, and 
the Poisson brackets between the super-Hamiltonians 
consequently lead to quadratic, rather than linear 
combinations of the constraint functions. 

The third model analyzes the way in which the 
hyperbolicwometrodynamical super-Hamiltonian in 
1 + 2 dimensions, necessarily generating the flat 
spacetime by the evolution of the 2-geometry, is 
equivalent to the linear kinematical hypersurface 
super-Hamiltonian, generating the same flat space
time by the deformation of an initial embedding. 

2. LINEAR, PARABOLIC AND HYPERBOLIC 
SUPER-HAMIL TONIANS 

To illustrate the three typical patterns in which 
the super-Hamiltonians depend on the canonical 
momenta, we briefly summarize the schemes of 
hypersurface kinematics, 9 of a parametrized field 
theory on a given Riemannian background, 1 and of 
geometrodynamics with tensor sources. 2 

A. Hypersurface kinematics 

The position of a hypersurface in a given Rie
mannian spacetime <ftJ ,g) can be specified by the 
embedding 
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e:m -/J1, xE m I-XE/J1. 
In terms of the local coordinates xa in the space m 
and the local coordinates xrx in the spacetime;n, 
the mapping e is described by the functions 

(2.1) 

The Latin indices range from 1 to n, the Greek in
dices from 0 to n. 

Differentiating Eq. (2.1) with respect to xa, we 
get the tangent vectors e~ =: e cx•a• The unit normal to 
the (spacelike) hypersurface is then determined by 
the conditions 

(2.2) 

The Greek indices are raised and lowered by the 
spacetime metric tensor, the Latin indices by the 
space metric tensor 

gab [e 1 = g cxB[e le~eg. (2.3) 

A continuous deformation of the hypersurface 
through the spacetime is represented by a one
parameter family of hypersurfaces, i. e. , by a 
curve e(t) in the space of embeddings , 

XCX = eCX(xa ,t). (2.4) 

The tangent vector to this curve at the embedding 
e(t) , 

NCX(~ t) -= 8e CX (xa, t) =: • cx 
, at e (2.5) 

is called the deformation vector. Its components 
along the hypersurface and normal to it are the shift 
and the lapse functions, 

~ == Nae': + Nn cx , 
(2.6) 

Na-=Ncxeg, N=-JVCincx o 

The kinematical process of deforming the hyper
surface through a given Riemannian spacetime can 
be described in the canonical language. start from 
the action functional 

S [e CX ,p cx; JVCi 1 =: f dt fm dnx(p cxecx - Ncxp cx) (2. 7) 

depending on the embedding variables eO« xa) , their 
conjugate momentapCX(xa), and the Langrange multi
pliers NIl«xa). Its variation with respect to Pcx re
produces Eq. (2.5), informing us that the Lagrange 
multipliers NCX are to be interpreted as components 
of the deformation vector. Varying the action with 
respect to Ncx, we learn that the momenta Po< are 
constra ined to vanis h, 

(2.8) 

so that no physical or geometrical siS;nificance can 
be assigned to them. Finally, varying the action 
(2. 7) with respect to the embedding variables. we 
see that the constraints (2.8) are preserved along 
the embedding curve e(t) , 

(2.9) 

The deformation vector NCX in the action (2.7) can 
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be decomposed into the lapse and shift components 
according to Eq. (2.6) and the action cast into the 
form 

S[e'" ,POl; N,Na] 

(2. 10) 

with the super-Hamiltonian Hand supermomentum Ha 

given as functionals of e'" and POI' 

(2. 11) 

(2.12) 

The normal n'" is determined as a functional of the 
embedding by Eqs. (2.2). The super-Hamiltonian 
(2.11) is a linear function of the momenta POI' re
flecting an essentially trivial character of these 
variables. 

The Poisson brackets among the constraint func
tions (2. 11) and (2.12) close in the standard way3, 

lH(x) , H(x') 1 

[Ha(x) ,H(x') 1 = H(x) 8 ,a(x ,x') , 

lHa (x) , Hb(x')] 

= Hb(x)o,a(x ,x') - (ax - bx') , 

(2.13) 

(2.14) 

(2.15) 

ensuring the preservation of the H=O=Ha con
straints. The metric gab in Eq. (2.13) is considered 
as a functional of the embedding, Eq. (2.3). 

All this shows that the hypersurface kinematics 
can be reproduced as a degenerate Hamiltonian dy
namics of the e"', Pa variables. 

B. Parametrized field theory on a given Riemannian 
background 

The hypersurface kinematics acquires a physical 
meaning when we follow the dynam ics of a phys ical 
field along the embedding curve. We abstain from 
discussing the general formalism 1 and illustrate 
the situation by the simplest example of a field with 
nonderivative gravitational coupling: a real scalar 
field obeying the linear wave equation 

(2.16) 

The momentum 7r ¢J (x)[e 1 conjugate to the field eP (x)[e] 
= eP(e(x» on the hypersurface e(x) is given in this 
case by the normal change of the field itself, 

7r¢J(x) [e] =gl/2(x) tel na(x) tel eP,,,,(e) 

=g1/2(¢ -NaeP,a) ' (2.17) 

and the dynamical evolution of the field is generated 
by the field super-Hamiltonian H¢J and supermomen
tum H¢Ja 14: 

(2.18) 
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H¢Ja=7r¢JeP,a' (2.19) 

The field super-Hamiltonian is quadratic (and posi
tive definite) in the momentum 7f'¢J' The evolution of 
the field is described by the action functional 

S[e"', eP ,p",,7r¢J; N,Na] 

(2.20) 

with the super-Hamiltonian and supermomentum ob
tained by adding the field expressions (2.18), (2.19) 
to those describing the field kinematics, Eqs. (2.11), 
(2.12): 

(2.21) 

Ha[e"',p""eP,7r¢J]=pa+H¢Ja. (2.22) 

The metric gab and its determinant g in the field 
super-Hamiltonian (2.18) are considered as function
als of the embedding through Eq. (2.3). The kine
matical momenta POI enter the super-Ham iltonian 
(2.21) linearly, while the field momentum 7r ¢J occurs 
there quadratically, so that H has a "parabolic" 
structure in the momentum variables {P",.7f'¢J}' 

The variation of the action (2.20) in the field vari
ables eP, 7r ¢J yields the field equations equivalent to 
Eq. (2.16). By varying the kinematical momentap"" 
we learn that the Lagrange multipliers N, Na are 
identical with the lapse and shift functions, 

(2.23) 

The variation of the multipliers leads to the con
straints H = 0 = Ha which endow the projections of the 
kinematical momentum with the physical meaning; 
using Eqs. (2.21), (2.22), we see that Pl. is equal to 
the energy density H¢J and - Pa to the momentum den
sity H¢Ja of the scalar field. The variation of e'" gives 
then the laws of conservation of energy and 
momentum. 

The constraint functions (2.21), (2.22) satisfy the 
same Poisson bracket relations (2.13)-(2.15) as the 
kinematical constraint function (2.11) -(2.12).3 

C. Geometrodynamics 

The dynamiCS of the gravitational field in vacuum 
is described by the action functional 7,2 

Sliab,?flb ; N ,Nal 

(2.24) 

The momentum ~b canonically conjugate to the hy
persurface metric gab is related to the extrinsic 
curvature Kab by the formula 

rfb=gl/2(Kgab_Kab). (2.25) 

The gravitational super-Hamiltonian 

Hr~. ?flb]=g-1/2 (7r ?flb- _1_7r2) _gl/2R 
l.';ab, ao n-l (2.26) 

is a quadratic function of the gravitational momenta 
?flb. The coeffiCient (n - 1)-1 of 71'2 depends on the di
mension n of the space m. 15 The signature of the 
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quadratic form (2.26) of the momenta is 
(-, +, ••• ,+) ,16 which shows the hyperbolic char
acter of the super- Hamiltonian. The gravitational 
supermomentum 

Ha[gcd ,7rcd ]= - 27r~'b (2.27) 

is linear in the momentum ~b; the vertical stroke 
denotes the covariant derivative generated by the 
hypersurface metric gab' 

The hyperbolic character of the super-Hamiltonian 
remains unchanged when we couple the gravitational 
field to a source. For a nonderivative coupling, this 
is achieved by adjoinim': the field super-Hamiltonian 
and supermomentum, like (2.18), (2.19), to the 
gravitational super-Hamiltonian (2.26) and super
momentum (2.27). For the scalar field, this adds 
just another square, !gl 127r~, to the gravitational 
form, adding an extra + to the signature of the ex
tended supermetric. 

The gravitational constraint functions (2.26), 
(2. 27) again satisfy the universal Poisson bracket 
relations (2.13)-(2.15).3 

We have thus exhibited the three different types of 
super- Hamiltonians we mentioned in the Introduction: 
the linear super-Hamiltonian of hypersurface kine
matiCS, the parabolic super-Hamiltonian of a para
metrized field theory on a given Riemannian back
ground, and the hyperbolic super-Hamiltonian of 
geometrodynamics, with our without sources. In the 
following sections, we shall try to reconcile these 
three types of super-Hamiltonian by transforming 
them into each other for simple intuitive models. 

3. REAL SCALAR FIELD ON A FLAT BACKGROUND 
IN 1 + 1 DIMENSIONS 

As our first example of equivalence of the parabolic 
and hyperbolic constraints, take a real scalar field 
propagating on a flat (1 + I)-dimensional Minkowskian 
background. If the privileged Minkowskian coordi
nates T, X are chosen to label the spacetime points, 
the embedding functions assume the form 

(3.1) 

x is an arbitrary curvilinear coordinate labeling the 
points of the one-dimens ional hyper surface. The 
partial derivative with respect to x will be denoted 
by prime. There is only one vector tangent to the 
slice (3. 1) . 

er = {1" ,X}, (3.2) 

and the unit, future-pointing normal to this hyper
surface is 

(3.3) 

If we parametrize the hypersurface by the privileged 
Minkowskian coordinate X, X=x, the term (X 2 

- T'2)-1/2 becomes the Lorentz contraction factor for 
an observer moving perpendicular to the hypersur
face with the 4-velocity nCi and the velocity dT/dX. 
The same combination of terms occurs in the hyper
surface metric tensor 
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gil =77Ci{3ere~=X2 - T'2 

and in the volume density 

gl I 2 = (X 2 _ 1" 2) 1 I 2 • 

(3.4) 

(3.5) 

(3.6) 

be the momenta conjugate to the embedding variables 
(3.1). The constraint functions (2.21) and (2.22) then 
assume the form 17 

(3.7) 

(3.8) 

The supermomentum (3.8) has the structure appro
priate for the collection of three space scalars, 
T, X, and CP. 

The first glance at the super-Hamiltonian (3.7) 
shows that it is advantageous to rescale it by the 
factor (3. 5) , 

ii= g 1/2H==XPT+ Tpx 

(3.9) 

If we want to preserve the form of the action (2.20), 
we must rescale the lapse function inversely to the 
super-Ham iltonian, 

N==g-1/ 2N. (3.10) 

The new action, S[eOi 'P ci ' dJ,"</> ,N ,Na], leads to an 
eqUivalent system of field equations. 

The rescaling has an interesting effect on the 
Poisson brackets (2.13)-(2.15). Equation (2.14), 
expressing the fact that H is a scalar density of 
weight 1,18 gets naturally replaced by the equation 

lHa(x) ,ii(x') 1 = 2ii(x) 0 ,a (x ,x')+ ii,a (x) 0 (x ,x') , (3. 11) 

expressing the fact that H is a scalar density of 
weight 2. Equation (2.15) remains unaffected by the 
scaling, because it involves only the supermomenta. 
The real surprise awaits us, however. when we 
evaluate the Poisson bracket between the rescaled 
super-Hamiltonians, 

lH(x) ,ii(x')] == [gl I 2(x)H(x) ,g1/2(x')H(x') 1 

==gI/2(x)gI/2(x') lH(x) ,H(x')] 

-(x-x') 

+ [gIl 2(x) ,H(x') 1 gI/2(x')H(x) 

-(x-x'), 

which we are now gOing to do, 

The last term vanishes after the interchange 
(x - x') because it is proportional to the 0 function, 

iii I 2 (x) ,H(x') 1 == - gl I 2(x)K(x) 0 (x ,x'), 
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The first term can be simplified by using Eq, 
and the identity 

f(x)g(x')o,a(x ,x') 

=f(x)g(x) o,a (x ,x') + f(x)g,a (x)o (x ,x') . 

Therefore, 

[H(x) ,ii(x') 1 

(2.13) 

(3.12) 

(3,13) 

In a (1 + 1) -dimens ional spacetime, ggl1 = I, and 
Eq, (3.13) simplifies to 

W(x) ,ii(x') 1 = H 10' (x ,x') - (x --x'), (3.14) 

where 0' (x ,x') is the 0 function differentiated with 
respect to its first argument. 

Note that the metric tensor disappears from Eq. 
(3.14). This may have quite important consequences. 
Indeed, the term gab on the right-hand side of the 
Poisson bracket relation (2.13) causes a number of 
related difficulties. Being a functional of the canoni
cal coordinates e or, in geometrodynamics, of the 
canonical coordinates gab' it precludes the constraint 
functions Ha(x) , H(x) to generate (an infinitely di
mensional) Lie group. 19,20 In quantization, it is a 
source of yet unsurpassed factor ordering difficul
ties, 21 It is thus comforting to see the e-dependent 
terms disappear from the Poisson bracket (3.14) 
between the rescaled super-Hamiltonians. Let us 
emphasize that the proof of Eq. (3.14) is quite in
dependent of our restriction to the scalar field 1> 
and is thus applicable to an arbitrary parametrized 
field theory on a flat or curved (1 + I)-dimensional 
Riemannian background. Unfortunately. the proof 
cannot be carried over to (1 + I)-dimensional 
geometrodynamics, which is not a well-defined 
theory [the geometrodynamical super-Hamiltonian 
(2.26) makes no sense for n= 1; see also the remarks 
at the beginning of Sec, 5]. Let us note in this con
text that Schwinger22 tried to scale H into a weight 
4 density in order to circumvent the factor order in?; 
difficulties in (1 + 3)-dimensional geometrodynamics. 
In any case, the absence of the canonical coordinates 
e from the Poisson bracket relations (2.15). (3.11), 
(3.14) of an arbitrary parametrized field theory on 
a (1 + I)-dimensional background deserves a careful 
exploration. 

Having settled the question of the Poisson brackets, 
we return to the specific structure (3.8), (3,9) of 
the constraint functions. We see that both the super
Hamiltonian (3.9) and the supermomentum (3.8) are 
bilinear forms of the derivatives {T' ,X'} of the em
bedding coordinates and the conjugate kinematical 
momenta {Pr,Px}. We shall study the transformation 

T ,X ;Pr,Px I- ~ ,17; 7T{, 7T 1'/ 

given by the equations 

(= 2-1 / 2(7" + Px), 17' = 2-1/ 2(px- 7"), 

7T{ = 2-1 / 2 (X' +Pr), 7Tl]= 2-1/ 2(X' -Pr) , 
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(3.15) 

(3.16) 

which have the inverse 

X' = 2-1/ 2(7T( + IT,,), T= 2-1/2(~ -17), 

Px=2- 1
/ 2«(+17'), Pr=2-1/2(IT~-7TI1)' 

This transformation has a number of important 
properties: 

(3. 17) 

I, It is canonical transformation: This is easily 
checked by exhibiting its generating functional 

F[x,PT; ~ ,1)J 

= - 2-1
/

2L dx«X' + PT)~ + (X' - Pr)17). (3. 18) 

The resulting equations 

of 
Px= fiX' 

T=- of 
oPr' 

fiF 
IT!=-8["' 

of 
7T =--

1'/ (1) 

(3.19) 

COincide with the appropriate selection of Eqs. (3.16), 
(3.17) • 

2. The transformation is nonlocal, but linear: The 
linearity of the transformation is obvious. The non
locality is equally obvious. For example, to get ~ 
and 17, we should integrate Px with respect to x, i. e. , 
along the hypersurface. The canonical transforma
tion (3. 16) thus has the same general character as 
the canonical transformation from the local field 
coordinates and momenta to the normal coordinates 
and momenta, which is a standard tool of the quantum 
theory of free fields. 

3. It casts the kinematical part of H into a differ
ence of squares: 

X' 1" 1 (2 2\ 1 (t' 2 ' 2) Pr + Px= 2 7T! - 7T rt + 2 <; -17 . (3.20) 

4. It leaves the kinematical part of H j unchanged: 

X' Px + 1" Pr= f 7T!+ 17' IT",. (3.21) 

5. The metric gl1 becomes dependent on the new 
momenta, but it remains a quadratic form of the 
canonical variables: 

(3.22) 

Let us remark that the transformation (3.16) is not 
the only one having the enumerated properties. E. g. , 
the transformation 

~' = 2-1 / 2(X' + Pr), 17' = 2-1f2(T' - Px), 
(3.23) 

7Te=2-1/ 2(1" +Px), 7T",=2-1/2(7TT-X') 

has the same desirable features. EqUations (3.20) 
and (3.21) hold unchanged, while Eq. (3.22) gets 
replaced by 

(3.24) 

Let us first observe the effect of the canonical 
transformation (3.16) or (3.23) on the massless 
scalar field. Due to Eqs. (3.20), (3.21) we get 

(3. 25) 
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H j = 1)' 7r11 +~' 7rt + ¢' 7rC/J' (3.26) 

The super-Hamiltonian (3.25) and supermomentum 
(3.26) describe the collection of three noninteracting 
scalar fields, ¢, ~, and 1), each of which satisfies 
the wave equation. The ¢ and ~ fields have the posi
tive energy density, the 1) field has the negative en
ergy density. Otherwise, all these fields enter the 
constraint functions in an entirely symmetrical 
fashion. There is no way to recognize from the form 
of the constraints (3.25), (3.26) that ¢ is a dynamical 
field, while ~ is a combination of kinematical vari
abies; Eqs. (3.25), (3.26) are invariant with respect 
to the interchange 

~,rr~-¢,rrC/J' (3.27) 

The parabolic super-Hamiltonian (3.9) was cast by 
the canonical transformation into the hyperbolic 
form (3.25), The contravariant supermetric cAB in 
the space of the canonical momenta 

7rA ={7r11,7r~ ,'lrC/J} (3.28) 

has the diagonal form 

cAB: !diag{- 1 ,1, I}, (3.29) 

so that the superspace corresponding to the param
eterized massless scalar field is flat. 

Though the kinematical variable ~ cannot be rec
ognized from the dynamical variable ¢ by inspecting 
the form of the constraint functions, there are in
equalities limiting the range of the kinematical 
variables which remind us of the distinction between 
~ and ¢' These inequalities arise from the condition 
that the hypersurfaces must be spacel ike, 

gl1=X'2 - T'2 >0. (3.30) 

In terms of the new canonical variables, Eq. (3.30) 
becomes 

(3.31) 

We see that Eq. (3.31) mentions ~ and 7rt, but not 
¢ and 7rC/J' 

The distinction between the kinematical and the 
dynamical variables becomes obvious even at the 
level of the super-Hamiltonian if we pass to the 
massive scalar field. Taking into account Eq. (3.22), 
we see that the canonical transformation (3.16) casts 
the parabolic super-Hamiltonian (3.9) into the 
hyperbolic form 

(3.32) 

Here, the kinematical and the dynamical variables 
are no longer on an equal footing, ¢ having clearly 
a distinguished position. The ~, 1) fields are coupled 
to the ¢ field by the last (potential) term in Eq. 
(3.32). Moreover, the supermetric in the space 
(3. 28) becomes dependent on the canonical coordinate 
¢, 
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_ (l_/.l2¢2), 

J.t.2¢2 , (3.33) 

o 
The Ricci tensor of the three-dimensional space 
{1),~ ,¢} with the contravariant metric (3.33) is 

1, -1, 0 

1, 0 (3.34) 

0, 0, ° 
The superspace {1)(x) ,~(x), ¢(x)} is thus obviously 
curved. This is surprising in face of the fact that the 
¢ field obeys a linear equation in the original flat 
spacetime. 

The super-Hamiltonian (3. 32) is again hyperbolic, 
the metric (3.33) having the signature (- ,+,+) for 
an arbitrary ¢ [note that the determinant of (3.33) is 
always equal to - 11. 

The quantum field theory of a scalar field in flat 
spacetime is, of course, the simplest of the soluble 
theories. This makes the foregoing model, with all 
of its artifically introduced similarities to curved 
superspace, so attractive. One can hope to clarify 
the connection between the Schrodinger and Klein
Gordon quantizations along its simple outlines. 

On the other hand, one should realize the limited 
applicability of the canonical transformations studied 
in this section. No immediate generalization offers 
itself to higher dimensional spacetimes (n = 2,3). 
Even in a (1 + 1)-dimens ional spacetime, the trans
formation looses its usefulness for other fields then 
the real and complex scalar fields. So, e. g. , for the 
electromagnetic field in 1+ 1 dimensions, gl1 enters 
also into the electri£ energy part of the rescaled 
super-Hamiltonian H, making it of the fourth order 
in the new momenta, The ideas expressed here-the 
rescaling followed by a linear canonical transforma
tion mixing the canonical coordinates with their 
conjugate momenta-thus work only in very special 
situations. The cylindrical gravitational waves are 
another simple model in which they find their 
application. 9 

4. HYPERSURFACE KINEMATICS GENERATED BY 
A HYPERBOLIC SUPER-HAMILTONIAN 

The canonical transformation considered in the 
last section affected only the kinematical variables 
T, X, Pr, Px. Its usefulness lies in its power to 
leave the kinematical supermomentum linear in the 
momenta, Eq. (3. 21), while casting the linear 
kinematical super-Hamiltonian into a hyperbolic 
form, Eq. (3.20). The hyper surface kinematics in 
1 + 1 dimensions can be then generated by this hyper
bolic super-Hamiltonian 

Because the metric gl1 enters the scalar super
Hamiltonian in a very special way, the rescaled 
field super-Hamiltonian is also quadratic in the mo
menta and the scalar field dynamics is again gen-
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erated by a hyperbolic super-Hamiltonian, composed 
from the kinematical and the field parts. However, 
this property of the scalar field is rather fortuitous 
and the trick does not necessarily work for other 
fields. The only general theorem we have concerns 
the "hyperbolization" of hypersurface kinematics 
in a 1 + 1 dimensional flat spacetime. 

We now explore a different method which allows us 
to generate the hypersurface kinematics in an arbi
trarily dimensional flat spacetime by a hyperbolic 
super-Hamiltonian. First, we write down the equa
tion governing the change of the embedding eCi along 
the embedding curve e(t) , 

(4.1) 

Of course, this is nothing else but the lapse-shift 
decomposition (2.6). We notice that e Ci changes under 
the normal deformation (N r' 0 ,Na = 0) of the hyper
surface by NnCi, so that n Ci is the normal velocity 
corresponding to the canonical coordinate eCi. In 
Sec. 2, we have seen that the density form of the 
normal velocity of the scalar field ¢ played the role 
of the momentum rr <b canonically conjugate to ¢. It 
is thus natural to ask whether one can build the 
Hamiltonian formalism in which g 1/2n Ci would be the 
momentum canonically conjugate to the embedding 
variable eCi. 

Put therefore 

and study its change along the embedding curve. 
Because 

(4.2) 

151/2 = _ NK + (g1 I 2JVO-) ,a' (4.3) 

we get 

7r =-NKg1/2n +g1/2eaN + (rr Na) (4.4) ct: O:! CIl fa ct: fa , 

by differentiating the definition (2.3) of n Ci • Can one 
find the Hamiltonian generating Eqs. (4.1), (4.4) 
as the canonical equations of motion? 

For the shift part of Eqs. (4.1), (4.4) this is 
trivially accomplished by our old supermomentum 
(2.12), Ha=e;rrCi' contributing to the Hamiltonian 
by the term J dnxJVO-(x)Ha (x). Next, we find the poten
tial V[el yielding the lapse terms in Eq. (4.4). 
Indeed, 

V[e] = 1 dnx' g1 / 2(x')[e ]N(x') 
m 

is such a potential. Because 

ag1/ 2[e] =g1/2mlbe aeCi 
5 Cib a' 

we get 

aV[e] i ' -1/2 , - --(-) = - dnx J5 (x')ea N(x') a ,(x x) aeCi x m Ci,a' 

=(g1/2eaA7\ =g1/2~N +(g1/2~) N CilVI,a 01 ,a 01 la • 

The Gauss-Weingaarten equation 

~Ib= -K% nCi 
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(4.5) 

(4.6) 

(4.7) 

introduces the extrinsic curvature into the last 
term, and our expectation is fulfilled: 

NK 1/2 1/2 aCiN _ aV[el 
- g nCi+g e ,a--~' 

Next, we write down the kinetic term 

T[e ,rr] == !fmanxNg-1/2[elryCillrrCi7f1l 

(4.8) 

(4.9) 

which generates the lapse term in Eq. (4.1) by virtue 
of Eq. (4.2) 

Ng1/2nCi=NrrCi= aT • (4.10) 
arro< 

This leads us to the lapse part T[e, rr 1 + V[e] of the 
Hamiltonian. Unfortunately, the argument is spoiled 
by the presence of e in the kinetic term T[e, rr 1, 
which must be varied as well and which contributes 
to Eq. (4.4) by an unwanted term. The appearances 
are saved by recalling that we are building the for
malism with the super-Hamiltonian constraint. All 
objectives are achieved by taking the lapse part of 
the Hamiltonian in the form T[e, rr] + !V[e], 1. e. , 
starting from the action 

S[eO< ,rro< ,N ,Na] = fm anx (rro<e 01 - NH -NaHa) , 

with the super-Hamiltonian 

(4.11) 

H = ~g-1/2[e ] 77o<llrr 0< rr Il + k 1/ 2[e 1, 

and the supermomentum 

(4.12) 

(4. 13) 

Indeed, the action (4.11)-(4.13) leads to the 
correct equations (4.1), (4.2), (4.4) for the em
bedding variables eCi and the conjugate momenta 
rrCi=g1l2nCi' Varying it with respect to rr Ci , we get 

(4.14) 

Next, the variation of the shift gives the supermo
mentum constraint 

(4.15) 

which implies that the momentum rr 0< must be 
parallel to the normal, 

(4.16) 

The variation of the lapse leads to the super-Hamil
tonian constraint, 

(4.17) 

which fixes the proportionality factor rr to ±g1 I 2. The 
solution for the momentum rr 01 is thus double-valued, 

rrCi= ±g1/2nCi' (4.18) 

Substituting (4.18) back into Eq. (4.14), we learn 
that N is (up to a possible sign) the lapse function, 
and Na is the shift vector. 

It is significant that N could be identified with the 
lapse function only modulo the constraints, i. e. , 
weakly. As a consequence, the super-Hamiltonian 
also does not satisfy Eq. (2.13) strongly, but only 
weakly. Let us calculate 

Karel Kuchar 396 



                                                                                                                                    

[H(x) ,H(x') J 

+ {!Ig-lI 217a87ra7r8(x) ,g11 2(x') 1 - (x - x')} 

directly_ Using Eq. (4.6), we get the necessary 
variational derivatives 

(4. 19) 
og-l I 2 (x) _ 1/2() (x) ( ') 
oea(x') - - g- x &,. o,a X ,x , 

while the identity (3.12) again polishes the final 
result, 

[H(x) ,H(x') 1 

(4.20) 

We have thus arrived at an interesting example of 
generalized Hamiltonian theory in which the con
straint functions close under the Poisson bracket 
operation not into a linear, but into a quadratic com
bination of the original constraint functions. 

The action (4.11) with the hyperbolic super-Ham
iltonian (4.12) is the "squared form" of the action 

S[eO!,7ra ,NaJ 

= j dtjmdnx(7ra€!a-Na(7ra-g1/2na[e]) 

leading to the field equations 

• a - _0_ f ~x'gll 2(x')ns(x')NS(x') 
7r - oe(x) 

m 
and the constraint 

(4.21) 

(4.22) 

(4.23) 

Ha = '/I" a - g112n a [eJ = O. (4.24) 

Indeed, the variational derivative in Eq. (4.23) 
can be rearranged into 

- [--%- [ dnx' gl/2(X')N(x')] 
oe (x)Jm Nex') fixed 

The first term we have already evaluated, in Eqs. 
(4.5) and (4.8). The second term is equal to 
<g1 12n~) ,a' due to the formula 

on 6(x') _ b(') (') (') 
oeO!(x) - - e8 x na x O,b' x ,x , 

obtained by varying Eqs. (2.2). Therefore, 

_0_[ dnx' gl I 2(x')n (x')N8(x') 
oe a 8 

m 
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(4.25) 

so that Eq. (4.23) coincides with our old equation 
(4.4). The actions (4.11), (4.12), and (4.21) both 
lead to the same correct equations of motion. 

We pass from the action (4.21) to the action 
(4.11)-(4.13) in the following steps. We project the 
constraint (4.24) into the hypersurface and "square 
it, " 

(4.26) 

= g-ll 217aB7r a 7r8 + g11 2 = O. 

The constraints (4.26) are equivalent to the original 
constraint (4.24), up to the ambiguity in sign intro
duced by the squaring operation. If we adjoin the new 
constraints (4. 26) to the action by means of the new 
multipliers Na and N, we arrive at the action (4.11) , 
(4.12) • 

The last point which remains to be clarified is the 
connection between the linear action (4.21) and the 
standard linear action (2.7). Let us use the Greek 
epsilon to denote the embedding variable conjugate 
to the 7r a. Our aim is to show that the transition 
from (2.7) to (4.21) , 

ea=€a, Pa=7ra _gl/2n a , (4.27) 

is a canonical transformation. Indeed, Eq. (4.27) 
follows from the generating functional 

F[€a ,Pal = - 1. ~x(Pa€a+ (n + 1)-lgl/2[dna[EJEa) 
m (4.28) 

by variational differentiation 

of 
7ra = - oE a • (4.29) 

The last variational derivative is evaluated with 
the help of Eq. (4.25) (for JVf3 =€f3) and the relations 

na,/I = -Kabeg, eaalb= -Kabna' 

The term g112,za in Eq. (4.27) is thus shown to be 
the functional gradient of an integral given by the 
last term in Eq. (4.28). 

We conclude that the hyperbolic super-Hamiltonian 
(4.12) follows from the standard linear super-Ham
iltonian (2.11) by the canonical transformation (4.27) 
followed by the squaring operation (4.26). Either 
one of these super-Hamiltonians correctly generates 
the kinematics of hypersurface in a (1 +n) -dimension
al Minkowskian spacetime. 

5. 1 + 2 DIMENSIONAL GEOMETRODYNAMICS 

The metric field in 1 + 3 dimensions possesses 
2 ",,3 dynamical degrees of freedom. While other 
fields (scalar, electromagnetic) remain dynamic in 
a (1 + 2) - or (1 + 1) -dimens ional spacetimes, the met
ric field is an exception. The Einstein law of gravita
tion cannot be written down in 1 + 1 dimensions, be
cause the E inste in tensor identically vanishes 
(another way of seeing this is to realize that the Hil
bert action in two dimensions becomes a topological 
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invariant due to the Gauss-Bonnet theorem). Corre
spondingly, the super-Hamiltonian ceases to be 
well-defined for n == 1. 

In 1 + 2 dimensions, the Einstein law makes sense, 
However, the vanishing of the Einstein tensor in the 
vacuum is equivalent to the vanishing of the full 
Riemann tensor. The matter thus curves spacetime 
only locally and the spacetime outside bodies is 
necessarily flat. The gravitational field in 1 + 2 
dimensions has no true dynamical degrees of 
freedom. 

Still, we can generate the flat spacetime by the 
evolution of the 2-geometry gab(x) (e I through the ac
tion functional (2.24) with the supermomentum (2.27) 
and the hyperbolic super-Hamiltonian (2.26), 

Hfgab,1fbj ==J("1/2(7rab7fb_7r2) _gl/2R. (5.1) 

The quantization of this model was attempted by 
Leutwyler. 23 

On the other hand, we know that the kinematics 
of hypersurfaces in a flat spacetime is described by 
the action (2.10) with the standard linear super
Hamiltonian (2.11) and supermomentum (2.12). The 
geometry carried by the hyper surface eC< can then be 
defined by the equation 

(5.2) 

We know that the geometrodynamical scheme (2.24), 
(2.27) and (5.1) and the hypersurface kinematics 
scheme (2.10)-(2.12) and (5.2) must be equivalent 
to each other, but we are confronted by the problem 
how to spell out this equivalence in purely 
Hamiltonian terms. 

The obvious idea is to complete Eq. (5.2) into a 
canonical transformation 

(5.3) 

For n = 2, the number of variables is just right: each 
of the spacetime quantities eC<, Pc< has three compo
nents, and each of the symmetric space tensors 
gab ,pab also has three independent components. Our 
first attempt to produce the geometrodynamical mo
mentum (2.25) is, however, doomed to failure; we 
have thus denoted the momentum arrived at by the 
canonical transformation (5.3) by another symbol, 
name ly, pab. 

The natural generating functional of Eq, (5.2) is 

indeed, 

of 
gab = opab 

yields Eq. (5.2), while 

(5.4) 

speet to the old nor the new momenta, Bypassing this 
problem, let us rather see what combinations of the 
new momenta we must know when calculating the 
quantities of interest, namely, the constraint 
functions. 

Because the expression pabeac< is a space vector 
density, we can replace the partial derivative ,b in 
Eq. (5.5) by the covariant derivative I b. Using 
the Gauss-Weingaarten equation (4.7), we get 

P = - 2:pab, be + 2K . ."abn 
Q! aC¥. abL' ~. 

(5.6) 

The projections of Pc< onto the surface and perpendic
ular to it yield the supermomentum (2.12) and the 
super-Hamiltonian (2.11), 

(5.7) 

(5.8) 

In supermomentum, the resolution problem is com
pletely solved, because the final expression in (5.7) 
is given entirely in terms of the new variables, gab 
and pab. The extrins ic curvature in the super-Ham
iltonian' however. is determined from the Gauss
Weingaarten equation. 

Kab[e]=n",[e]eg'b' (5.9) 

and as such it is still a functional of the embedding 
rather than of the 2-geometry gab' 

To obtain Kab as a functional of geometry, it is best 
to proceed in an indirect way. We know that the 
spacetime is flat and that its flatness in 1 + 2 dimen
sions is equivalent to the vanishing of the Einstein 
tensor G ",8. We also know24 that the 11 and 1 a pro
jections of this tensor contain only the metric and the 
extrinsic curvature. 

(5.10) 

Gal == - e:Gc<8n8 = (K~ -Ko~), b = 0, (5.11) 

while the ab projection contains also the normal 
change of the extrinsic curvature and is thus irrele
vant for our purposes. Equations (5.1) and (5.11) 
could have been obtained, of course, also directly 
by manipulating Eq. (5.9). 

An important fact is that the three equations 
(5. 10) and (5.11) are just sufficient (with appropriate 
boundary conditions) to determine the three compo
nents of Kab as functionals of the metric, An equally 
important fact is that we cannot write down an ex
pliCit form of this functional, because only Eq. (5.1) 
is algebraic, the second equation, Eq. (5,11), being 
a differential equation. The best we can do in this 
situation is to formulate our action principle as a 
variational principle with supplementary conditions: 

The actual field extremizes the action 

(iF 
P = - = - 2(pabe ) b '" BeC< ac< • 

(5.5) Sfgab,pab ,Kab,N,Na] 

== f dtj~ d2x(pabgab -NH -NaHa) ' (5.12) 
specifies the transformation of the momenta. 

As usual, Eq. (5.5) is resolved neither with re- (5.13) 
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for all variations of the variables gab, pab, K ab , Na, 
N satisfying the supplementary algebraic-differential 
conditions (5.10) and (5.11). 

This is a far cry from the geometrodynamical 
action principie (2.24), (2.27), and (5.1) which, 
first, is a free variational principle, and second, 
contains the super-Hamiltonian (5.1) quadratic in 
the momentum ?flb, while the super-Hamiltonian 
(5.13) is still linear in the momentum pab. 

To resolve this discrepancy, we start from a 
slightly different canonical transformation than that 
produced by the generating functional (5.4). We put 

F[e'\1fbJ = J d2x(770</le%eg1fZ b-2g1/ 2[eJK[el) , 
m (5.14) 

with the extrinsic curvature again given by Eq. 
(5.9). The additional term does not affect the metric 
(5.2), but it modifies the kinematical momentum, 

of 
'/ret = oeet == - 2(1fbeaet)lb 

(5,15) 

The last term is most easily evaluated from the pro
jection formula for the spacetime curvatur e scalar, 25 

N,f(1/2 3R 0= _ 2(g1/2K)' +Ngl/2[Ka~ab _K2) +RJ 

(5.16) 

In flat spacetime, the left-hand side of Eq. (5.16) 
vanishes. The last two terms on the right-hand side 
of Eq. (5.16) are boundary terms, and N==-naeoi • 
Therefore, 

_ 2 _0_ [a2x gl/2[eJK[eJ 
oeO< 

m 

(5.17) 

The kinematical momentum (5.15) thus assumes the 
form 

(5,18) 

leading to the super-Hamiltonian 

H ==nO<'/ret = - 2Kab1fb - g1/ 2(KabKab _K2) _ gi/2R, 

(5.19) 

and supermomentum 

(5. 20) 

Superficially, nothing is gained by making the new 
canonical transformation (5.2) and (5.18) instead of 
the old one, The new super-Hamiltonian (5.19) cer
tainly looks more complicated than the old super
Hamiltonian (5. 8), and the old troubles remain un
resolved: The var iational principle is still condition
al, subject to the supplementary conditions (5.10) 
and (5.11), and the new super-Hamiltonian (5.19) 
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is still linear in the new momentum 1fb, However, 
varying the new action 

SWab' 1fb ,Kab ,N ,Nal 

(5.21) 

freely, we discover that the supplementary con
ditions (5,10) and (5,11) automatically follow from 
it. Indeed, due to the new structu re of the super
Hamiltonian (5. 19), the variation of Kab gives Eq. 
(2.25). The variation of the Nand JVll gives the con
straints H co 0= Ha which, upon the substitution (2.25), 
turn out to be identical with the supplementary con
ditions (5, 10) and (5, 11). 

This allows us to replace the conditional variation
al principle by the free variational principle (5.19)
(5.21) and remove thus the first of our troubles. The 
extrinsic curvature is to be varied freely; it enters 
the action (5.21) as another Lagrange multiplier, 
through the super-Hamiltonian (5.19). The action 
(5. 21) is still linear in the momentum lfb. However, 
by the well-known trick of the variational calculus, 21; 

any variational principle can be transformed into an 
equivalent one by eliminating some of the variables: 
We solve their Euler-Lagrange equations, express 
the chosen variables in terms of the remaining ones, 
and substitute these solutions into the original 
action. In particular. the Euler-Lagrange equation 
obtained from the action (5,19)-(5.21) by varying 
Kab , namely, Eq. (2.25), can be solved for Kab in 
terms of gab and 1fZb, When this solution is substituted 
back into the action (5,21), we recover the action 
functional (2.24) with the hyperbolic super-Hamil
tonian (5.1). 

The kinematical action (2.10) with the linear super
Hamiltonian (2. 11) is thus transformed into the 
geometrodynamical action (2,24) with the hyperbolic 
super-Hamiltonian (5.1) by the canonical trans
formation (5.2) and (5,18) with the generating func
tional (5.14), followed by the conversion of the con
ditional variational principle (5.10), (5.11), and 
(5.19)-(5.21) into the free variational principle 
(5.19)-( 5.21), and by the elimination of the Lagrange 
multiplier Kab from the action (5.21). 
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The class of random linear systems having stochastic Green's functions whose moments are invariant under 
arbitrary uniform translations of all time variables is defined and investigated. It is pointed out that this 
class is very broad, including, for example, virtually all treatments of wave propagation through a random 
medium. Proceeding by analogy with quantum field theory the quantities g and M, related to the first 
and second moments of the stochastic Green's function, are defined. Various properties of g and M 
(which in quantum field theory correspond respectively to a propagator and an elastic scattering 
amplitude) are discussed, and it is shown that they may be conveniently used to describe the principal 
physical effects induced by transmission through a randomly fluctuating system. Specific examples are 
given in which these quantities are explicitly calculated and used to illustrate the general results. 

I. INTRODUCTION 

There exists an extensive literature devoted to .l'an
dom dynamical systems. 1 An important class of such 
systems are what might be termed linear random sys
tems, which we take to denote dynamical systems in 
which the outputs are linearly related to the inputs via 
a causal Green's function G, where C itself is taken to 
be a stochastic function. Thus the randomness is an in
trinsic feature of the system, inducing random outputs 
for any nonvanishing inputs, whether random or not, 
Random linear systems and stochastic Green's func
tions have been treated from a very general viewpoint 
in a number of papers by Adomiano 2-5 

It is the purpose of the present work also to investi
gate stochastic Green's functions, but from a somewhat 
diff erent point of view. Specifically, we shall confine 
ourselves to random linear systems which exhibit a 
property which we call "temporal homogeneityo" There 
are two main reasons for doing this, First, this prop
erty, a generalization of time translational invariance 
for deterministic linear systems, is sufficiently gen
eral that it appears to be implicitly assumed in virtual
ly all calculations appearing in the literature (at least 
those involving wave propagation through a random 
mediumL On the other hand, it is strong enough that it 
enables one to derive a number of interesting implica
tions, and provides a useful general framework within 
which to categorize much of the work in this area. This 
can be accomplished purely on the basis of an input
output or "black box" approach, completely indepen
dently of the detailed structure or even the existence 
of any underlying stochastic equations of motion, 

An important area involving random linear systems 
is wave propagation through a random medium. The 
present work is primarily motivated by this problem, 
and much of the development will be made from this 
point of view. For scalar waves the basic relation then 
becomes 

1) (x, t) = J d3x' dl' C(x, x', t, t')!(x', t'), 

where, by casuality, 

G (x, x' , t, t') = 0 

(1. 1) 

(1.2) 

Here 1) is the observed field and! is the source density, 
which is taken to be statistically independent of C. 

There is no loss of generality involved in considering 
this systemo The only this that is affected is the nature 
of the nontime variables in G, and adaptation to other 
random systems is trivial. 

In Sec. II temporal homogeneity is defined and 
motivated. The basic quantities C; and M, related to the 
first two moments of G, are introduced and some of 
their properties derived in Seco III. A description of 
the physical effects of fluctuations in terms of these 
quantities is presented in Sec. No In Sec. V specific 
examples of random linear systems are considered and 
some explicit calculations of C; and M are performed. 
A summary and conclusions are presented in Seco VL 
Two Appendices are included. 

II. TEMPORAL HOMOGENEITY 

Consider as an example acoustic propagation through 
a fluctuating ocean, It is well known that acoustic 
sensors placed in the ocean often register outputs that 
may be interpreted as stationary random processeso 6,7 

This in turn would imply that the relevant sources are 
themselves stationaryo We are thus led to entertain the 
hypothesis of the preservation of stationarity: Whenever 
the sources consist of stationary random processes so 
do the observed fields o 

Actually, we shall confine our attention to random 
linear systems having a slightly stronger property 
which we call temporal homogeneityo This is Simply the 
requirement that the moments 8 of the Green's function 
be invariant under any uniform displacement of all time 
variables, teo, 

(C(xt.~, t1 + a, t2 + a) = (G(xt. ~,tt. t2), 

(G(xt.~, t1 + a, t2 + a)G(x3' x4, t3 + a, t4 + a) 

= (C(xt.~, t10 t2)G(X3, x4, t3, t4) , 

(201) 

(202) 

valid for all values of a o Here the brackets denote an 
ensemble average. It is shown in Appendix B that 
temporal homogeneity, which will be used extensively 
throughout the remainder of this work, guarantees the 
preservation of stationarityo 9 

Put another way, we are confining our attention to 
random linear systems which, loosely speaking, 
"fluctuate" or "oscillate" as opposed to proceeding 
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m -----:l:_-----1.f-------'~~- m 

FIG. 1. Dlagrammatic representation of Sim(w), 

"monotonically" as time progresses. The whole idea of 
temporal homogeneity is simply an attempt to capture 
this property in as simple and general a way as possi
ble. It is interesting to note that in quantum field the
oryto (QFT) time translation invariance is equivalent to 
energy conservation. The relationship of this to tem
poral homogeneity will be quite apparent in succeeding 
sections. 

It is important to understand the types of ensemble 
averaging which apply in Eqs. (2.1) and (2.2), as well 
as in succeeding sections. Since G is a function of the 
medium alone, the average is taken over the ensemble 
of all possible mediums. In practice this is often equiv
alent to the ensemble S of all possible realizations of 
the index of refraction. Many times !(x/, I') will be 
treated as a random function, with the ensemble of all 
possible realizations denoted by Fo We shall assume 
that! and G are completely independent Since 7)(x, t) 
depends upon both G and!, all averages involving it 
must be understood to be over the ensemble S x F. In 
calculating various averages extensive use is made of 
the statistical independence of G and!, enabling one to 
use such identities as 

(G!) SXF = (G) s<J) F. (2.3) 

~th these conditions in mind, we shall henceforth 
dispense with subscripts that specify the ensemble. 

III. PROPAGATORS AND SCATTERING AMPLITUDES 

A. Definitions 

For notational convenience we shall write G (x, x', t, t') 
as Gm(t, t ' ), where the index In is used to specify the co
ordinate pair (x, x'). For a general random linear sys
tem, then, 117 simply represents all the nontime argu
ments in G. 

Let us consider first order moments of G. By tem
poral homogeneity we have 

(3.1) 

so that first- order moments are actually functions of 
only one time variable. Define g m (w) by 

!jm(W) "''i' dtexp(-iwt)(Gm(t,O». (3.2) 

By analogy with QFT we see that gm(w) corresponds to 

m 
m )- • • 

m 

n 
n )0 • )-

n 

n n 

a two-point function, or propagator. 11 Accordingly we 
represent it diagrammatically as shown in Fig. L We 
also may consider gm(w) to be a generalization of the 
transfer function as it is defined for deterministic, 
nonfluctuating linear systems. 

Again invoking temporal homogeneity, it follows im
mediately that second order moments of G depend only 
upon three time variables. Accordingly we employ a 
triple Fourier transform to define the quantity 

g mn(wl> W2, W3) '" I rift dt2 dt3 exp(- iWttt + iW2l2 - iW3(3) 

x (GmUl> 12)Gn(t3, 0». (3.3) 

Again from QFT we see that g mn(wt. w2, W3) is simply a 
four-point function, or a two-particle elastic scattering 
amplitude. Specifically, g mn represents a "collision" 
in which an III particle is incident with energy Wt and 
leaves with energy w2, while the other particle, identi
fied by the index n, is incident with energy w3 and re
coils with energy Wt - w2 +W3, energy conservation be
ing guaranteed by temporal homogeneity. This is shown 
diagrammatically in Fig. 2. 

One may show directly from the definition the useful 
identity that 

gmn(Wlo w2, ws) =g nm(WS, Wt - w2 + ws, Wt). (3.4) 

This result is immediate from a diagrammatic point of 
view, since both terms represent the same scattering 
event 

It is useful to define the quantity /1,1 by 

g mn(Wlo W2, ws) = 21T6(Wl - W2)g m(Wl)g n(W3) 

+ Mmn(wt. w2, W3)' (3.5) 

The decomposition (3.5) is also familiar from QFT. It 
corresponds to separating the contributions to g mn into 
a sum of "disconnected" diagrams as represented by 
the 6 function term and a sum of "connected" diagrams 
given by the 1'v1 function. This is shown in Fig. 3. 

m m 
m 

+ 
n 

n n 

FIG. ,). Diagrammatic representation of the decomposition (3. 5). The blob representing M is crosshatched to signify that only 
connected diagrams are included. 
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The quantities Cj and M have just been defined by ap
pealing to analogies with QFT. There is nothing new, 
of course, about applying ideas from QFT to wave 

d d · 12 I . propagation through a ran om me mm. n prevlOus 
work, however, these ideas have been introduced at a 
stage where dynamical calculations based upon some 
stochastic wave equation are to be performed. In the 
present work on the other hand, we see that the analogy 
actually sets in at a much earlier "black box" stage, 
with no reference whatever to detailed dynamics. 

B. Limits 

Every temporally homogeneous random system has 
two important limits. The first of these is the static 
limit, in which the rate at which the medium is fluctuat
ing vanishes. Put another way, every member of the 
ensemble S of possible systemsl3 is time invariant, 14 

so that 

(3.6) 

This allows us to define the random time independent 
Fourier transform 

Therefore, 

(Gm(tl> t2)G n(t3, 0) 

(3.7) 

= 4~2fdWdW' exp[iw(tl- t2) +iw't31(Gm(w)G n(w'). 

(3.8) 

Substituting into the defining relation for Cj mn yields 

Cj ",n(WI> W2, w3) = 27T6 (WI - W2)(G m (WI)G n(W3) , (30 9) 

from which it immediately follows that, in the static 
limit, 

N!mn(WI, W2, W3) = 27T6 (WI - W2)[ (Gm (WI)G n(W3) 

In terms of scattering, the m and n particles may no 
longer exchange energy with each othero The great 
majority of work in random wave propagation is done 
in the static limiL 15 The second limit of general in
terest is the deterministic limit in which Gm(t, t') be
comes a deterministic function. In this limit there is 
no distinction between (GmU) and UmG n or between (G,,) 
and Gm• It follows immediately from Eq. (3.10) that in 
the deterministic limit 

(3.11) 

C. Constraints 

Temporal homogeneity guarantees the preservation 
of stationarity, and indeed the defining conditions (2.1) 
and (2.2) for one appear quite similar to the conditions 
for the other as given in Appendix Ao Stationary random 
processes satisfy a very fundamental constraint im
posed by the Wiener-Khinchin theorem. 16 We address 
here the question of finding corresponding constraints 
obeyed by the Green's functions. 

Let Gm (tt> t2) be any temporally homogeneous Green's 
functiono Define the quantity 
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(3.12) 

It is easy to verify thatfm(w; t) is a zero-mean station
ary random process in t, and also that it is mutually 
stationary in t withfn(w';t) for all m, n, w, and w'. 
Calculating the correlation of two such processes 
yields after some algebra the result 

(f",(WI; T)1n*(- w3; 0) 

exp(iWt T)! . V- ( ) = 27T - dwexp(-zwT"jmn Wt. W,W3 

-Cjm(WIXj n(W3)0 

Using Eqo (3.5) we obtain 

Q(m, WI; n, - W3; Wt - W2) = Mmn(wt. w2, W3), 

where Q is defined by 

(3.13) 

(3.14) 

Q(m, w; n, w'; w") '" f dT exp(-iw"T)(Jm(w; r)fn*(w ' ; 0). 

(3.15) 

From the Wiener-Khinchin theorem we know that the 
power spectrum of fm (WI; t) must be nonnegative or 

Q(m,w; m,w,w')~ O. 

Likewise the coherence of f",(WI; t) and fn(- W3; t) must 
be less than or equal to unity, or 

IQ(m, w;n,w';w") 12 

,,; Q(m, w; 111, w, w")Q(n, w'; Il, W'; w")o (3017) 

With the help of Eqo (3 0 14) these translate into the basic 
constraints 

(3.18) 

and 

12v!mn(wt, w2, W3) 12 

'" iVlmm(wj, W2, - Wt)Alnn (w3, Wt - W2 + W3, - W3)0 

These constraints are valid for all real frequencies and 
for all m and no Identical constraints are satisfied by 
Cjmn, as may be verified by redefiningfm(w;t), so that 
the Cj m (w) term is no longer subtracted off, and then 
gOing through the same stepso 

IV. PHYSICAL EFFECTS OF FLUCTUATIONS 

Within the context of second order statistics and the 
frequency domain, there appear to be three general 
types of effects which are produced by temporal fluctua
tions in a random linear systemo For definiteness we 
again assume scalar wave propagation through a ran
dom mediumo These effects are most easily illustrated 
when only a single point source is present Unless 
specified otherwise, we shall assume that the source 
density in Eqo (101) is given by 

. f(x', t') = f(t/)6(X' - r), (4.1) 

where f(t') is a stationary random process. 

Let PI be the source spectrum. Then the spectrum of 
the observed field at x, P n, is given by 

Pn(w) = 1 Cjm(w) 12 PI(w) + :7T JdW I ;Umm(W, W', - w)P,(w'), 

(402) 
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where the subscript m refers to the coordinate pair 
(x, r), Note that the requirement p~? 0 is guaranteed by 
Eq, (3.18). Equation (4.2) implies spectral broadening, 
a well- known consequence of temporal fluctuations. 2,5 

This is most readily apparent when the source is 
monochromatic at frequency wo, i. e, , 

P,(W) = 5(w + wo) + 5(w - wo), 

Then we have 

(4.3) 

P~(w)= I gm(WO) 12[5(w +wo) +5(w - wo)] 

+ (21Tt1[Mmm(w, wo, - w) + Mmm(w, -wo, - w)]. 

(4.4) 

In terms of scattering diagrams, we see that spectral 
broadening is contingent upon the ability of the parti
cles to exchange energy. It follows immediately that 
there can be no spectral broadening in either the static 
or the deterministic limit. It is clear that spectral 
broadening can complicate the problem of analyzing the 
spectral content of a source on the basis of the observed 
spectrum, even if one has perfect knowledge of 9 and 
M, 

The other effects we wish to discuss involve co
herence, If f(t) and g(t) are any two mutually stationary 
random processes, their coherence is defined by 

Cfg(w) = [P,(w)Pg(w) ]-1 /2 J dTexp(-iwT)(f(T)g*(O), 

(4,5) 

where Pf and Pg denote the power spectra of f and g. 
It is straightforward to show on the basis of the 
Wiener-Khinchin theorem16 that 

If I C,g I = 1, we say that f and g are perfectly coherent. 

We first consider the coherence between source and 
observed field, Using the same notation and physical 
situation as for spectral broadening, one obtains 

( 
2 1 f I Pf(W I ))-1/2 

C,.(w) = 1 gm(w) 1 + 217 i'vlmm (w, w ,- w) Pf(w) 

x g!(w). (4.7) 

Thus we see that an effect of fluctuations is to degrade 
the source-field coherence. As ;'VI becomes more and 
more dominant, the observed field becomes increasing
ly independent of the source. Clearly the effect persists 
in the static limit, This general result is indicative of 
fundamental restrictions upon one's ability to transmit 
information through a fluctuating medium. 

Also of interest is the coherence between the field as 
observed at Xl and the field as observed at Xz. The re
sult is 

C12 (W) = n-1 [q 1 (w) 9t (w)Pf(w) 

+ ;17!dW I AI12 (W, w', - W)P,(W I
)] , (4.8) 

where 

404 J. Math. Phys., Vol. 19, No.2, February 1978 

x (I q2(W) 12 Pf(w) + :17 f dw ' M22 (W, w', - W)P,(w 1
)). 

(4,9) 

Here the subscript 1 corresponds to (r, Xl) and 2 to 
(r, Xz)' After some algebra, it may be shown from Eq, 
(3.19) that C12 satisfies condition (4.6). In the deter
ministic limit we again have perfect coherence. As 
before, the effect of fluctuations is to degrade the co
herence, a result which persists in the static limit, One 
effect of this degradation is to place fundamental limits 
on one's ability to extract information about sources on 
the basis of measured cross- spectral densities, 

V. EXAMPLES 

In marked contrast to the situation in QFT, it is not 
difficult to find nontrivial random linear systems for 
which 9 and H may be calculated explicitly. Two such 
examples are given here, along with a brief discussion 
of the relevance of temporal homogeneity to the far 
more complicated situation of wave propagation through 
a random medium, 

A. Multiplicative noise 

This example is perhaps the Simplest conceivable 
which still has enough structure to illustrate in a 
reasonably nontrivial fashion all the basic results 
derived in this work. Consider an N channel system 
with outputs 1)1(t), 1)2(t), •• " 1)N(t) induced by a single 
common inputf(t) such that 

(5.1) 

where the Cik(t) are stationary random processes which 
specify the system, With no loss of generality one may 
write 

(5.2) 

where 13k (t) is a zero-mean stationary random process, 
Define 

C ",n(t) = (13m (t)13 n(O) , 

Pmn(w) = J dt exp(- iwt)Cmn(t), 

so that Pmm is the power spectrum of 13m, From the 
defining relation (L 1) along with Eqs, (5,1) and (5,2) it 
follows that 

or 

Likewise 

(em (tl, t2)Gn (t3, t4» = ([1 + 13",(tl)]O(tl - t2)[1 + 13 n(t3)]O(t3 - t4» 
= [1 + C mn(tl - t3)]0(tl - t2)0(t3 - t4). 

(5,7) 

Hence this system exhibits temporal homogeneity, 
which is seen to result from the stationarity of the sys
tem parameters 13 m (t). Note that temporal homogeneity 
sets in only after the ensemble averages are taken. 
From the definitions (3,2) and (3.3) one obtains 

(5.8) 
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q ",n(WI> W2, W3) = 21T6(Wl - W2) + P mn(Wl - W2)' (5.9) 

This latter equation corresponds exactly to the decom
position (3. 5), yielding 

(5.10) 

Since 8m (t) has zero mean, it must vanish in the de
terministic limit Therefore, M vanishes as well. In 
the static limit 8n(t) has no time dependence. From 
Eqs. (5.3) and (5.4) it immediately follows that 

(5.11) 

in the static limit, which on the basis of Eq. (5. 5) may 
readily be shown equivalent to Eq. (3.10), 

Note that the basic inequality (3.18) is immediately 
satisfied. A restatement of Eq. (4. 6) requires that 

Ipmn(wl-W2) 12 <S Pmm(Wl- W2)Pnn(W2- Wl) (5.12) 

but in the context of the present model this is simply a 
verification of the inequality (3,19). 

Similarly, the various results of Sec, N may be ex
plicitly illustrated, Of particular interest is spectral 
spreading. Assume a monochromatic input of frequency 
woo Let Sk" denote the spectrum of 1]". Then from Eq, 
(4. 4) we have 

S",,(w)==6(w -wo) +6(w +wo) 

1 
+ 21T [Pkk(W - wo) + P",,(w +wo)) (5.13) 

so that the broadened portion of the output spectrum is 
simply a sum of displacements of the relevant system 
fluctuation spectrum. Unfortunately this simple result 
does not in general hold for other models. 

B. Reflections in one dimension off a randomly 
moving point scatterer 

In acoustics, temporal fluctuations may be thought of 
as the motions of various inhomogeneities in the sound 
speed. We treat here a drastically simplified facsimile 
of such a situation. In particular, consider the case 
where waves are allowed to interact with a randomly 
moving point scatterer. Let the problem be restricted to 
one dimension. We consider the case where the source 
and receiver are located at the origin, as shown in Fig. 
4. Let x(t) be the position of the scatterer. We assume 
that 

x(t) = b/2 +dt)/2, 

where b/2 is the average position of the scatterer and 
f(t) is a zero-mean random process, the factor of t 
being chosen for later convenience. Suppose that a 
source generating an input f(t) is placed at x = 0 and 
that we observe 1](t) at x == O. The direct path from 
source to receiver is subtracted out, so that 1](t) con-

p -.-
11-o·~----x(t)-------l·1 

FIG. 4. Relative pOSition of source, rece iver, and point scat
terer for situation considered in example of Sec. V B. The 
position of the scatterer varies with time. 
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sists only of the echo from the scatterer. Furthermore, 
we take the scatterer to be perfect which is to say that, 
if the scatterer were immobile, 1](t) would be a time
delayed replica of f(t). Accordingly, if f were constant, 
the Green's function linking source and echo would 
simply be given by 

G(t, t'):=ac6(ct- ct' - b- f), (5.15) 

where a is a constant specifying the scattering strength 
and c is the speed of propagation. Consider now the 
case where f is changing. In order for G(t, t') to be non
vanishing, the scatterer must be at exactly the right 
place at the instant of reflection so that a pulse emitted 
at t' will return at t. Clearly this reflection occurs at 
time (t + 1')/2. Thus Eq. (5.15) must be generalized to 

G(t, 1')=ac6(ct- ct' - b -fe;t')). (5.16) 

It follows from Eq, (5.16) that the stationarity of dt) 
in the weak sense of Appendix A is not sufficient to 
guarantee temporal homogeneity. Instead we impose 
the slightly more stringent requirements 

g(x; t + a) =g(x; t) 
and 

fl(c ,Y; t + a, t' + a) = fl(c ,y; t, t'), 

(5.17) 

(5.18) 

where a is an arbitrary time translation and where 
g(x, t) is the probability density of E(t) while f(x, y;l, t') 
is the joint probability density of E(t) and f(t'). By 
virtue of Eqs. (5.17) and (5.18) these two quantities 
may be denoted by g(x) and/(x, y; t - t'). As probability 
densities they are such that 

(a (f(t)}) == J dx a (x)g(x) , 

(8(€(t),E(t'») == J dxdy 81(c,y)f(X, y;t - t'), 

where a and 8 are arbitrary functions. 

(5.19) 

(5.20) 

With the help of Eqs. (5.19) and (5.20) it is not dif
ficult to show that 

(G(tl' t2» == acg(ct1 - ct2 - b) 
and 

(G(tl> t2)G(t3, t4J> 

==a2c2f(ct l - ct2- b, cf3- cf4 - b; ~(ll +t2- t3- t4». 
(5.22) 

Hence Eqs. (5.17) and (5.18) are sufficient to assure 
temporal homogeneity. 

We use Fourier transform Eq. (5.21) to obtain 

g(W) = a exp(- iwb/ c) I dx exp(- iwx/ c)g(x). 

From this result we see that the effect of fluctuations on 
q (w) is simply to introduce an attenuation factor given 
by the integral, The effect is negligible unless the fre
quency w is high enough so that the wavelength is of 
the same order or less than the variations in the posi
tion of the scatterer. It is precisely at these frequen
cies of course that the motion of the scatterer seriously 
disrupts the interference pattern, and the attenuation 
factor simply represents the tendency of the "'average 
pattern" to be washed out to zero. It is also interesting 
to note that q (w) is completely unaffected by the detailed 
structure of the dynamics of € (t); thus it is unaffected 
by passage to the static limit. 
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Taking the appropriate triple Fourier transform of 
Eq, (5. 22) yields 

q(Wt. W2,W3) 

= a2 exp[ - i(wj + w3)b/ C If dx dy dt 

x exp[ - i(wj + w2)x/2c + i(W2 - Wj - 2W3)y/2c] 

xexp[i(w2 - wj)tlf(x,y; t), (5,24) 

Thus in order to find (j(wt. w2, W3) one must specify 
fv.,y;t), which requires a rather detailed knowledge of 
the dynamics. Even knowing the power spectrum of 
E(t) will not suffice [unless dt) happens to be gaussian l, 
To find AI note that, as T- 00, dt + T) and dt) will be
come independent of each other, Therefore, we have 

f(x ,Y; 00) =gv.)g(y), (5,25) 

wheref(x,y;oo)=limT~oof(x,y;t). Thus we may replace 
the integrand in Eq. (5,24) with (j(x,y;t)-fv.,y;oo)] 
+ g(x)g(y), Upon doing this, the decomposition (3, 5) 
immediately emerges, with 

,V/(wj, w2, w3) 

=a2exp[-i(wj +w3)b/clf dxdydt 

x exp[ - i(wj + w2)x/2c + i(W2 - Wj + 2W3)y/2c 1 
x exp[i(w2- wj)tl[f(x, y; t) - fv. ,y; 00 )], (5,26) 

Thus the quantity M again emerges in a quite natural 
way, with the expression for it involving a better be
haved integrand than the one in Eq, (5, 24), Note that 
both q and lv[ have much more structure in this exam
ple than they did for multiplicative noise. 

In order to obtain a more explicit expression for iV/, 

the process dt) must be spelled out in more detail, As 
a very simple example, let us consider what may be 
termed a Poisson transition modeL We shall assume a 
situation where, at instants determined by a Poisson 
distribution, the particle suddenly jumps from where it 
is to any point x with probability g(x) dx of landing in 
rlx, If we let Il df be the probability of a transition 
during dt one immediately obtains 

/(x,y;/)= 6(x-y)gv.) exp(- Illtl) 

+ [1- exp(- III t I )lg(x)g(y) (5. 27) 

from which M may be calculated explicitly. The result 
is 

Letting w3 = - wj, JI becomes 

(5,29) 

On the basis of Eq. (4.4) we see that for a monochroma
tic input of frequency wo, the spectrum of the output will 
be a Lorentzian centered about wo, but modified by a 
form factor. The spectrum of dt) itself is easily cal
culated to be 
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(5.30) 

so that in this case the shape of the line broadening is 
similar to the shape of the underlying fluctuation spec
trum as in the multiplicative noise example only if the 
form factor does not have much effect. Note that in the 
static limit Il - 0 the Lorentzian in Eq. (5.29) becomes 
proportional to Ii(wj - W2) and one may readily verify that 
that ,VI has the required limit as discussed in Sec. III. 
In the deterministic limit we have g(x) - Ii(x) and .VI 
vanishes, as is also required. 

C. Wave propagation through a random medium 

Wave propagation through a random medium is, of 
course, orders of magnitude more difficult than the 
two examples just considered, and no attempt is made 
here to perform detailed calculations. Instead a general 
discussion is given concerned primarily with temporal 
homogeneity, 

The wave equation that suggests itself in the presence 
of a time varying index of refraction is of the form 17 

2 ( 1 2 0
2 

V' T) x, t) - C5 n (x, t) ot2 T)(X, t) = f(x, f), (5.31) 

where Il(x, t) is the index of refraction and Co is some 
representative speed of propagation, We write 

n(x, t) = 111 (x) + 1 (x, t), (5,32) 

where m (x) is a deterministic function defining the un
perturbed system while 1 (x, t) is a random function de
scribing spatial and temporal fluctuations. Thus Eq, 
(5.31) becomes a stochastic partial differential equation. 
Keeping Eq. (10 1) in mind we see that G satisfies the 
relation 

( V'2 _ n2(X..L.:..L2 t) £) G(x x' t t') = Ii (x - x')Ii(1 - I') 
x Co of2 " , , 

whereas Go, the deterministic unperturbed Green's 
function, satisfies 

[ V';- m2~x) ~JGo(X,x"t-t')=Ii(X-X')Ii(t-f')' (5.34) 
Co of 

Following standard procedure, j8 one may show that 
G and Go satisfy an integral equation of the form 

G(x, x', f, t') = Go(x, x', t - f') + I d 3x 1 Ilf! (;(x, Xj, f, f 1) 
.. 

X V(Xj, (1)GO(X1, x', II - I') 

where 
2 

Go(xj,X', T)= :T2 Go(xt. x', T) 

and where V is a stochastic "interaction potential" 
given by 

V(x, t) = \ [[2 (x, t) + 2m (x)l (x, l) l. 
Co 

(5.35) 

(5.36) 

(5.37) 

Equation (5,35) can be iterated. Symbolically one has 

G = Go + I Go VGo + I J Go VGo vOo +, , '. (5,38) 

Suppose now that 1 (x, t) is strong sense stationary! ~ in 
time. It immediately follows from taking the ensemble 
average of Eq. (5.38), that Eq, (2.1) is satisfied term 
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by term, Similarly one may show that all higher mo
ments of G satisfy the homogeneity criteria. Thus we 
see that temporal stationarity in the index of refraction 
guarantees temporal homogeneity in the Green's func
tion. As pointed out in Sec. III, the great majority of 
calculations are performed in the static limit, which in 
present notation simply amounts to removing any time 
dependence from l. Temporal homogeneity then follows 
trivially. 

In the evaluation of the various moments of G it is 
often useful to employ diagrammatic technique based on 
Eq. (5.38). The topology of these diagrams is then 
highly dependent upon what assumptions one makes 
about the higher moments of l(x, t). This is analogous to 
the fact that the precise nature of the Feynman 
diagrams in a quantum field theory depend upon the 
details of the interaction terms. Feynman diagrams 
along with other field theoretic analogies have been 
employed recently in a number of papers. 20_23 

VI. DISCUSSION 

In this paper we have proposed the idea of temporal 
homogeneity. This property is sufficiently general that 
it is probably safe to say that it has been tacitly as
sumed in virtually all investigations of acoustic prop
agation through a random medium. This is obvious for 
work done in the static limit. Also, in those instances 
where explicit time fluctuations have been considered 
the obj ect is usually to calculate spectral broadening, 24 

but it is difficult to see how a meaningful observed 
spectrum could even exist without temporal 
homogeneity. 

Proceeding by analogy with quantum field theory, the 
main result has been the emergence of the quantities 
C; and J/t They have been studied in detail with em
phasis on general limits and constraints. Their useful
ness in describing the effects induced by random fluc
tuations has been demonstrated. Since these quantities 
are intrinsic properties of the system itself and are 
closely related to phenomena of interest, they may be 
used as a basis for comparing different calculations 
and systems. This has been demonstrated in the 
examples. 

Accordingly, our principal conclusion is that 
stochastic Green's functions in conjunction with tem
poral homogeneity provide a general, unified frame
work within which to treat a large class of random 
linear systems, and within which to compare various 
approaches and results. 

We have seen that coherence degradation effects are 
present whether or not the static limit is taken. An 
interesting question for further investigation is the 
extent to which these effects are altered by the static 
approximation, and more generally the extent to which 
this approximation is valid in specific situations. 
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APPENDIX A: STATIONARY RANDOM 
PROCESSES; WIENER-KHINCHIN THEOREM 

We collect here a few of the properties of stationary 
random processes utilized in the present work. Unless 
specifically stated otherwise, we shall say that a ran
dom function j(t) is stationary if for all time displace
ments a 

(f(t + a) = (f(t) (Al) 

and 

(A2) 

Conditions (Al) and (A2) are also said to constitute 
wide-sense or weak stationarity. Twice in Sec. V 
stronger forms of stationarity to be obeyed by system 
parameters are imposed which are spelled out in de
tail in the text. If j and g are two stationa ry random 
processes we say that they are stationary with respect 
to each other, or mutually stationary, if 

(A3) 

Much of the present work rests upon the Wiener
Khinchin theorem which states that, for a stationary 
random process j(t), the power spectrum P(w) is such 
that 

P(w)? 0 (A4) 

for all real w, where 

P(w) '" r: dTexp(- iWT)(f(T)j*(O». (A5) 

Let j(t) and g(t) be two mutually stationary random 
processes. Then 

h(t) = O'j(t) + (3g(t) (A6) 

is also a stationary random process where QI and (3 are 
arbitrary. It is a standard exercise to show that the 
imposition of the Wiener-Khinchin theorem on h(t) for 
all QI and (3 produces inequality (4.6). 

APPENDIX B; TEMPORAL HOMOGENEITY AND 
STATIONARITY PRESERVATION 

We show here that temporal homogeneity is sufficient 
to guarantee preservation of stationarity. Without loss 
of generality we may consider wave propagation, in 
which case the input function may be denoted by j(x, f). 
Input functions at all pairs of points are taken to be 
mutually stationary in time, so that we may define the 
quantities 

F(X) '" (f(x, tl> (Bl) 

and 

S(x, y; t - t'l '" (f(x, t)f( y, t'». (B2) 

The output field 7), whose stationarity is to be estab
lished, is given by 

7)(x,t)=J d3x ' J":dtIG(X,x/,t,fl)f(X/,t'). (B3) 

Note that the time integration extends from - 00 to 00. 

Because of causality [Eq. (1. 2)], however, the inte
grand actually vanishes over the range t < f' < 00. On the 
basis of Eqs. (B2) and (B3) one obtains 
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(1)(x, t + T)1)(y, t» 

= f d3x ' dV r: dt' r: dt"(G(x, X', t + T, t") 

x G(y, y/, t, tl»S(X/, y'; t" - t'l. 

Now invoke Eq. (2.2) with a = - t, yielding 

(1)(x, t + T)1)(y, t» 

= f d3x' d3y' f.: dt' f.: dt" (G(x, x', T, t" - t) 

x G(y, y', 0, t' - t»S(x', y'; t" - t'). 

Change variables of integration to v and w where 

v=t"- t, w=t'- t. 

Then 

(1) (x, t + T)1) (y, t» 

(B4) 

(B5) 

(B6) 

=f d3x'd3y' f.:dw f.:dv(G(x,x', T,V)G(y,y';O,w» 

xS(X',y/;V-W). (B7) 

Therefore, (1)(x, t + T)1)(y, t)) is independent of t. Going 
through similar steps yields 

(1)(x,t»=f d3x' 1.:dt'(G(x,X',O,t'»F(X'). (BS) 

Therefore, stationarity is preservecL 

lSee , for example, L.A. Chernov. Wave Propagation in a 
Random Medium (McGraw-Hill, New York, 1960); V.I. 
Tatarski, Wave Propagation in a Turbulent Medium (McGraw
Hill, New York, 1961); J. W. Stobehn, in Progress in Optics, 
edited by E. Wolf (North-Holland, Amsterdam, 1971), Vol. 
4, p. 75; N.G. VanKampen, Phys. Rep. C 24,171 (1976); 
and references therein. 

2G• Adomian, Rev. Mod. Phys. 35, 185 (1963). 
3G. Adomian, J. Math. Phys. 11, 1069 (1970). 
4G. Adomian, J. Math. Phys. 12, 1944 (1971). 
5G. Adomian, J. Math. Phys. 12, 1948 (1971). 
6For an account of stationary random processes see A. M. 
Yaglom, Theory of Stationary Random Processes (Prentice
Hall, Englewood Cliffs, New Jersey, 1962). 
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lSee Appendix A for a brief summary of the properties of 
stationary random processes required for the present work. 

8This definition can obviously be extended to higher moments 
of G. The present work, however, is concerned only with the 
first two moments. 

9For systems obeying a stochastic differential equation the 
question of whether or not stationarity is preserved depends, 
of course, upon how the initial conditions are handled. When 
they are treated in such a way that Eqs. (1.1) and (1.2) are 
valid, stationarity is preserved, as is shown in Appendix B. 

lOSee, for example, J. D. Bjorken, and S. D. Drell, Relativistic 
Quantum Fields (McGraw-Hill, New York, 1965). 

l1In this work we restrict the analogy with quantum field theory 
to time and energy (frequency) variables. Momentum vari
ables can be introduced only with corresponding assumptions 
of spatial translational invariance, which we wish to avoid. 
When momenta are introduced, they can be handled in a 
manner completely analogous to the energy variable. 

12See Sec. V C. 
13Defined in the last paragraph of Sec. II. 
14Temporal homogeneity is required to remain valid during 

passage to either limit. 
15For a discussion of this point see M. J. Beran and G. B. 

Parrent, Theory of Partial Coherence (Prentice-Hall, 
Englewood Cliffs, New Jersey, 1964), Chapter G. 

16See Appendix A. 
11It might be argued that actually the pos it ions of a2/ at2 and 

1")2(x, t) should be interchanged in Eq. (5.31). The main results 
of this section are unaffected by such a complication, 
however. 

1BSee, for example, J. D. Bjorken and S. D. Drell, Relativistic 
Quantum Mechanics (McGraw-Hill, New York, 1964), 
Chapter 6. 

19Strong sense stationarity requires that all moments of a ran
dom process are invariant under arbitrary time translations 
instead of just the first two. 

20J.A. DeSanto, J. Acoust. Soc. Am. 58, Suppl. 1,566 (1975). 
2iC. G. Callan and F. Zachariasen, stanford Research Insti

tute Technical Report No, JSR-73-10, April 1974 
(unpublished) • 

22F. Zachariasen, Stanford Research Institute Technical Re
port No. JSR-74-6, June 1975 (unpublished). 

23W.H. Munkand F. Zachariasen, J, Acoust. Soc. Am. 59, 
817 (1976). 

24 See , for example, F. M. Labianca and E. Y. Harper, J. 
Acoust. Soc. Am. 59, 799 (1976); R. L. Swarts and C. J. 
Eggen, J. Acoust. Soc. Am. 59, 846 (1976); and references 
therein. 
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Lower bounds on the total cross section and the slope 
parameter for some measurable sequences of 8-100 
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The lower bounds on the total cross section and the slope parameter are obtained on the basis of the 
analyticity and polynomial upper boundedness of the scattering amplitude and the unitarity of the S 
matrix: <Ttot~ Cs -6 (logs)-2, B~ Cs -5(logS)-4 for some measurable sequences of S-'oo. These bounds 
hold for any t in 0:'0: t < 4 m ;,. It is unnecessary in order to obtain our bounds that the scattering 
amplitude has the crossing even property. If we assume this property, we can suppress the logarithmic 
factors of our bounds. Also we obtain our lower bounds for any sequence of S-'oo , if we take the average 
scattering amplitude. 

I. INTRODUCTION 

There are many studies of the lower and upper bounds 
on the observable quantities. We will take the following 
principles as the basis: the analyticity and polynomial 
upper boundedness of the scattering amplitude and the 
unitarity of the 5 matrix. The first result is the 
Froissart bound1 

(1.1) 

Here C is a certain positive constant, Later C is con
strained2 as 

0' tot(s) ~ m~7T _ E [IOg(j~)) r as s - 00 , (1. 2) 

where E is any small positive constant and j(E) - 0 as 
E - O. So this upper bound diverges, if we take the limit 
E - O. The removal of this superfluous E is attained3 

and all the terms tending to infinity for s - 00 are ob
tained3 in the asymptotic expansion of the Froissart 
bound. 

First we consider the lower bound on the total cross 
section. Jin and Martin4 obtained the bound based on the 
Herglotz function technique, 

(103) 

Then on the basis of the unsubtracted dispersion relation 
and the Phragmen-Lindelof theorem in the complex 
function theory, SimonS showed the simplified deriva
tion of this result in a slightly weakened form to hold 
either in an s channel or in a u channel. He also im
proved the logarithmic factor in (1. 3) to (logs t 2

• And 
Cornilles pointed out the fact, based on the integral 
expression of the elastic cross section 

(1.4) 

that the logarithmic factor in (1,3) could be omitted in 
the case of crossing even scattering amplitude. Simon 
and Cornille made use of the Phragmen-Lindel5f 
theorem and gave the lower bound like (1,3) for at least 
one sequence of s - 00. In this paper, we will prove the 
lower bound on the total cross section for some mea
surable sequences of s - 00 without use of the 

alYukawa Foundation Fellow. 

Phragmen-Lindelof theorem and the crossing even 
property of the scattering amplitude, 

Secondly, let us research into the bound on the slope 
parameter of the absorptive part of the scattering 
amplitude, 

d 
B;: B(s, t);: dt ImF(s, t)/ImF(s, f). (1. 5) 

The upper bound on the slope parameter is easily ob
tained using the cutting of the partial waves up to 
Cmogs, 

B~C(logs)2 as s-oo in 0~t<4m;. (1.6) 

It is noted that this cutting is a usual technique to ob
tain the Froissart bound, and the analyticity domain in t 
of the scattering amplitude includes7 the region 0 ~ f 
< 4m;. Here C refers only to a certain positive constant 
and C should not be taken as the same value. Since 
the Regge theory gives the slope parameter C logs, the 
improvement of this upper bound (1,6) is desirable, 
This is attained8 in use of the above lower bound (10 3) 
on the total cross section, 

B~Clogs as s-oo in 0<t<4m;, (1,7) 

Next on the basis of Simon's technique, the lower 
bound on the slope parameter is obtained9 

B(s, t == 0) ~ Cs-S (logs)-6 for at least one sequence of 

(L8) 

Although the Froissart bound was used in this case, it 
was unnecessarylO and so the bound (L 8) was improved 
by the factor s(logs)2o The bound (L 8) was proved only 
for at least one sequence of s - 00. In this paper it will 
be also proved that the lower bound on the slope param
eter is obtained for some measurable sequences of s 
- 00 without use of the Phragmen-LindelOf theorem and 
the crossing even property of the scattering amplitude, 

The origin of the replacement of the condition "for 
at least one sequence of s - 00" by "for some measurable 
sequences of s - 00" is that the following formula is 
available: 

1· f~ g(x) 0 1m -- dx == for one sequence of z - 00, (1,9) 
z .. oo a x-z 

if 
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f~ g(x) dx < 00, 

• X 
(1, 10) 

when a is an arbitrary finite number, g(x) > 0, and g(z) 
approaches to zero for one sequence of z - 00. So we can 
avoid the use of the Phragmen-Lindelof theorem, and 
it is the origin of the unnecessity of the crossing even 
property of the scattering amplitude that we can make 
use of the formula9 

lim z r~ dx h(x) = 00 for any sequence of z - 00, 

z-~ J. x+z 

(L11) 

if 

(L 12) 

where hex) is any positive definite function of xo These 
formulas are proved in the appendices. 

It is also proved that we can suppress the logarithmic 
factors in the bounds (L 3) and (1, 8), if we assume the 
crossing even property of the scattering amplitudeo 
When we take the average scattering amplitude, we ob
tain lower bounds for any sequence of s - 00. 

This paper is planned as follows: In Sec. II, the gen
eral framework is giveno We derive lower bounds on the 
total cross section in Sec. III and on the slope param
eter in Seco IVo We also consider the crossing even 
case in Sec c Vo In Sec, VI, we give discussions on our 
results and make comparisons between ours and the 
other bounds 0 

II. FORMULATION OF GENERAL PRINCIPLES 

In this section we present the formulation of the 
analyticity and polynomial upper boundedness of the 
scattering amplitude and the unitarity of the S matrix. 
The dispersion relation is also given, which is essential 
in order to obtain our bounds, For simplicity we con
sider the elastic scattering with unit mass and neglect 
the spin complications, If we include the spin, the re
sult is the same with this paper for the imaginary part 
of the helicity nonflip scattering amplitude o 

The analyticity in t of the scattering amplitude F(s, t) 
leads to the following expansion: 

F(s, t) =87T vis t (2l + 1)fz(s)Pz(cos8). (201) 
k z=o 

Here s is the c, m 0 energy squared, t the com, momen
tum transfer squared, k the com. momentum, e the 
Co mo scattering angle, 

and 

t 
cose = 1 + 2k2 , (202) 

The polynomial upper boundedness of the scattering 
amplitude is 

iF(s,t)i <CiS\N as S-OOo 

From the unitarity of the S matrix, we have the 
constraints 

o ~ ifz(s) 12 ~ Imfz(s) ~ 1, 
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(2 0 4) 

in the s channel physical regiono Then the imaginary 
part of the scattering amplitude and its derivative in t 
are positive definite at the forward angle in the s chan
nel physical region, 

ImF(s, 0»0, atlmF(s,O»O for s>40 (2,6) 

Similarly we have the constraints in the u channel physi
cal region, 

ImF3(u, 0) > 0, at ImF3(u, 0) > 0 for u> 4, 

Here 

dtF(s, 0) '" :t F(s, t) I to~o 

(2.7) 

(2.8) 

For simplicity we consider the case t = O. The same 
analysiS holds for F(s, t) and dtF(s, t) in any t, 0 ~ t < 4. 

We will essentially make use of the dispersion rela
tion in order to obtain the lower bounds on the total 
cross section and the slope parameter 0 It is knownll 
that the dispersion relation holds in general with twice 
subtractions on the above assumptions and the analyti
city in s of the scattering amplitude, 

F(s, t) =A(t) + (s - so)B(t) 

-t- - S 
. 1 f ~ d' (s - SO)2 

7T (s' - SO)2(S' - s) 
4 

1 f~ (u-uo) 
x ImF(s', t) +"iT 4 du' (u' _ u

o
)2(U' _ u) 

Here 

ImF3 (u, t) = - ImF(4 - s - t, t). 

For simplicity we set So = U o = O. When we take sand t 
as the independent variables and make use of the formula 

u=4-s-t, 

we get 

dtF(s, t) =A' (t) + sB' (t) 

1 f~ S2 + - ds' -::i27(-'--) 0t1mF(s', t) 
7T s s-s 

4 

(2012) 

III. DERIVATION OF THE LOWER BOUND ON THE 
TOTAL CROSS SECTION 

Now let us derive the lower bound on the total cross 
sectiono For this purpose, it is sufficient to show the 
following: 

lims2 F(s,0)=C*0 for any sequence of s-oo, (3,1) 

or 

J
4 
~ ds' s' ImF(s' , 0) = 00 0 

(3.2) 
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The reason is as follows, The case (3,1) gives the lower 
bound 

I F(s, 0) I"" Cs-2 for any sequence of s - co, 

Also we have the estimates using the Schwarz 
inequality, 

L L 
"" L: (21 + 1) L: (2l+ 1) If,(sW 

'=0 '=0 

(3.3) 

(3.4) 

Here we omit the constant factor and use the unitarity 
constraint (2.5) and the fact that the expansion (2,1) can 
be cut at 

L===K{Slogs, 

if we consider sufficiently high energies and K is a 
sufficiently large constanL Hence we attain the lower 
bound on the total cross section due to the optical 
theorem for the case (3,1), 

O'tot(s)"" Cs-6 (10gst2 for any sequence of s-oO 

and for the case (3,2), 

(itot(s) "" Cs~3(10gs)-2 

(3,6) 

for some measurable sequences of s - co, These are 
summarized as follows: 

for some measurable sequences of s - 00, Therefore, 
we obtain the lower bound (3.8) on the total cross 
section from both of the estimates (3,1) and (3,2), 

In order to get the estimate (3.1) or (3,2), we negate 
this 

(3.9) 

for at least one sequence of s - 00 and 

J" ds's'ImF(s',O) <00, (3.10) 
4 

Hereafter we will see that two conditions (3,9) and 
(3,10) lead to a contradiction, 

First we derive the lower bound for the simple case in 
which the unsubtracted dispersion relation holds 

F(s,O) 

=== ! foo ds' ImF(s', 0) 
1T s'-s 

4 

+ !f'" du' ImF3 (u', 0) 
1T U' - U 

4 

From (3,9), (3.10), and (AI) we have the estimates 

lim sF(s, 0) === ° (3.12) 
8- 00 

and 

1· j"'d' s'ImF(s',O)_o 1m s , -
8-00 S - S 

4 

(3.13) 
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for at least one sequence of s - 00, 

So the dispersion relation gives 

1· JOO d ,ImF3 (u',0) _/
00 

d 'I F(' 0) Ims u, 4 - u m s, < co, 
8- 00 u- +S 

4 4 

This leads to 

(3,14) 

J'" du'lmF3 (u', 0) < 00 , (3,15) 
4 

because the negation of (3.15) leads to a divergence of 
the left-hand side of (3.14) by formula (B2) and thus to 
a contradiction with the finiteness of the right-hand 
side of (3,14), From (3,14), (3.15), and (B2), we have 
the equality 

~"" du'lmF3 (u', o)==~"" ds' ImF(s', 0) < 00 , 

Then 

(3.16) 

s2F(s,O) 

1 (fOO I"'" 4 ==_ - ds's'ImF(s',O)+s du' ,u; 
1T U - +s 

4 4 

~ Ij"" S'2 XlmF3 (u',0) +- ds'-,--ImF(s',O) 
1T s - S 

4 

(3.17) 

Hence we find a contradiction, because the integral 12 
and the left-hand side of (3.17) approach zero due to 
(AI) and (3.9), and Ii is negative definite from the uni
tarity constraints (2.6) and (2,7). 

Next we consider the general case, that is, the twice 
subtracted dispersion relation (2.9), This relation can 
be rewritten as 

F(s,O) 

=A(O) + sB(O) + - ds -,-- - ., - ::n 1/00 

'( 1 1 s ) 
1T s-s s S 

4 

x ImF(s', 0) + ~ (s - 4)2/'" du' (u' _ 4 ~ S)U'2 

4 

(3,18) 

Since we have the relations (AI), (B1), (B2), and 
s~lF(s, 0) - ° for at least one sequence of s - 0() from 
(3.9), we get 

1 "" 1 
B(O) - -j ds' -::t2 ImF(s', 0) 

'IT S 
4 

(3.19) 

Then relation (3.18) is rewritten as 

1 00 (1 1) F(s, 0) =A(O) + -f ds' -,-- -., ImF(s', 0) 
1T S -s S 

4 

_ ! (s _ 4)/"" du' ImF3 (u', 0) 
11' (u' - 4 + s)u' . 

4 

(3020) 

From (3.9), (3.10), and (AI), we have the estimates 
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limF(s, 0) = ° (3,21 ) 

and 

1· f~d' ImF(s',O)_o 1m s , -
s-~ S - S 

4 

(3022) 

for at least one sequence of s - 00, 

So the relation gives 

lim(s-4)f~ du' ImFg(u', O) 
s-~ (u' - 4 + s)u' 

4 

~ 1 
= 1TA(O) - f ds' s' ImF(s', 0), 

4 

(3,23) 

Since the right-hand side of (3,23) is finite from (3,10), 
we have the estimate from formula (B2) 

l' ( -41~ d ' ImF3 (u', 0) 
lms u(' 4 )' s-~ U - + s U 

4 

=f~ 
4 

(3.24) 

Then 

1 ~ 1 1 ~ 

A(O) - -j ds' ,ImF(s', 0) - -I du' 
IT s 1T 

4 4 

(3.25) 

Thus we return to the unsubtracted dispersion relation 
case (3,l1L Therefore, we proved the lower bound 
(3.8) on the total cross section, 

IV. DERIVATION OF THE LOWER BOUND ON THE 
SLOPE PARAMETER 

In this section we derive the lower bound on the slope 
parameter of the imaginary part of the scattering ampli
tude for some measurable sequences of s - 00. For the 
derivation it is sufficient to show the following: 

lims2 otF(s,0)=C*0 for any sequence of s-oo, 
s-~ (4.1) 

or 

(4.2) 

The reason is as follows. Since we have the estimate 

1 
.:; _L4a ImF(s 0) as s-oo s t' , 

(4.3) 

we attain the bound for the case (4. 1), 
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0tlmF(s, 0) ~ Cs·5 (logs)-4 for any sequence of s - 00, 

and for the case (4.2), 

0t1mF(s, 0) ~ Cs-2(logs)-2 

(4.4) 

(4,5) 

for some measurable sequences of s - 00. These are 
summarized as follows: 

(4.6) 

for some measurable sequences of s - 00. Then we ob
tain the lower bound on the slope parameter (1.4), 

B = [l/(s - 4)n7d (21 + 1)(Z2 + mmf/(s) 

Z7=o(21 + l)Imf/(s) 

:> 2:~.1(2l+1)(12+l)Imf/(s) 
~ (s - 4)2Imfo(s) 

~ ~atlmF(s, 0) 

for the case 
~ 

Imfo(s) ~ ~ (21 + 1)Imf/(s). 
/:l 

(4.7) 

Here we also used the unitarity constraint 0.:; Imfo(s) 
.:; 1 to attain the last part of the estimate (4, 7L We get 
the lower bound 

(4,9) 

for the other case, 
~ 

Imfo(s)"", ~ (2l+ 1 )lmf,(s) , (4.10) 
1.1 

Hence from (4.6), we attain the lower bound on the slope 
parameter, 

B ~ Cs-5(10gs)-4 (4.11) 

for some measurable sequences of s - 00, 

Now let us prove the estimate (4,1) or (4,2). For 
this purpose, we negate this 

for at least one sequence of s - 00 and 

I~ ds' s'iltlmF(s', 0) <00, 
4 

Hereafter we will see that the estimates (4,12) and 
(4,13) lead to a contradiction, 

(4.12) 

(4,13) 

First we consider the unsubtracted dispersion rela
tion (3.11), Then the dispersion relation for the deriva
tive in t of the scattering amplitude is 

a F(s t)= ~f~ ds' ~mF(s',t) 
t '1T S' - S 

4 

Here we used the relation u = 4 - s - t, and sand { were 
taken as the independent variables, Then 
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If'" = - -; ds' 0t1mF(s', 0) 

4 

1 f"'" s ( , 0) + - du, 4 + 0t1mF3 u , 
11 U - S 

4 

1 f"" s'oImF(s' 0) + _ ds' t , 
'1T S' - S 

4 

_ !f'" dU' s ImF3 (u', 0) 
'IT (u' - 4 + s) 

4 

(4.15) 

Since we assumed the unsubtracted dispersion relation, 
the integral, 

f '" du' Im~3(ul, 0) (4.16) 
U -4 

4 

is finite, so the formulas (B1) and (B3) lead the integral 
J 4 to zero as s - 00 0 On the other hand, assumptions 
(40 12) and (4.13) give the value zero to the left-hand 
side of (40 15) and to the integral J 3 for at least one 
sequence of s - 00, from formula (AI), and make J 1 

finite 0 Hence we have the estimate 

lim f" du' /! 0t1mFs{u', 0) 
s~'" u - + S 

4 

= j'" ds' 0t1mF(s', 0) < 00. 

4 

Then formulas (BI) and (B2) lead to 

(4.17) 

(4018) 

Now we can write the dispersion relation as follows: 

S20 tF(s, 0) 

If'" S'2 = - ds' -,--G t1mF(s' ,0) 
1T S - S 

4 

- ~ [f'" ds' s'Ot1mF(s', 0) 

4 

+ S f" dU'(u'u~;! s GtlmF/u', 0) 
4 

(4 0 19) 

This equation tells us that the left-hand side and the 
first integral of the right-hand side approach zero for at 
least one sequence of s - c<:J, from (4012) and (4 013), and 
all the other parts negative definite for any s"'- 4 from 
the unitarity constraints (206) and (2 07)0 Hence we have 
the contradiction. 

Next we consider the twice subtracted dispersion 
relation (2.12) for the derivative in t of the scattering 
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amplitude. From the formula 

~ lis 
S/2(S' - s) = s' - s - ? - ~ , 

relation (2.12) is rewritten as 

o tF(s, 0) ==A' (0) + sB' CO) 

(4.20) 

+ !f"" ds' (_,_1_ - !, - ~) 0t1mF{s', 0) 
1J' s -s S S 

4 

If'" ,[ (S_4)2 ('0) + -; du ut2(u' _ 4 + s) 0 t1mFs u , 
4 

-Cut -4\ S)2 - )2) ImF3{U" O)J 0 
(4021) 

Since we have the relations (AI), (B1), (B2), and 
s-lF(s, 0) - 0 for at least one sequence of s from (4012), 
we get 

B'(O) - ~ f"" ds' ~ ° t1mF(s', 0) 
'1T S 

4 

(4.22) 

Hence we attain 

°tF{s,O) 

""A'{O) + !f" dS/(_,_I_ - !,) 0t1mF{s', 0) 
1J' 4 S -s S 

-( 1 )2 - u-,...,1 ) ImFs (u' ,O)J 0 u' - + s --,. 

We have the unitarity constraint 

and so 

f'" dU' :' 0t1mF3(u', 0) 
4 

'" f'" dU'(:, 0t1mF3(u', 0) - u~2ImF3(U" 0») 
4 

'" ~ f'" dU' :' dtlmF3(u', 0) -161J' f'" du' l~' Im!o(u'). 
4 4 

Then Theorem B and the relation "GtF{s, 0) - 0 for at 
least one sequence of s - 00" lead to 

1 '" 1 
A'(O) - -f ds' ,OtImF(s', 0) 

11' s 
4 
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- ~ f'" du' [~'OtlmF3(u"0)- u~2ImF3(U"0)] =0 0 

4 

(4.23) 

Thus we return to the unsubtracted case (4014lo There
fore, we proved the lower bound (4.11), 

Next we derive the lower bound on the slope param
eter for the case ° < t < 4. The slope parameter is 

( _ L:~=1(2l+1)ImNs)Pi(z) 
B s, t) - 2k2L;;=o (2l + l)Iml)'(s)P z(z) , (4.24) 

where 

(4.25) 

Then we have the bound 

B(s, t)?- tOt1mF(s, t);, Cs·5 (logs)-4 

for some measurable sequences of s - 00 in the case 
~ 

1;, Imfo(s);, 2.;(21 +l)lmF z(s)P z(z). (4,27) 
Z:l 

On the other hand, more discussions are necessary in 
the case 

~ 

Imfo(s)< 2..: (21+1)Imfl(s)p z(zL (4,28) 

We define the value v as 

(4.29) 

Here v is not necessary to be the integer. We make use 
of the following properties of the Legendre function 
pz(z): 

Pzlz) is an increasing function of 1, (4.30) 

(4,31) 

(4.32) 

for z > 1, These properties are shown in Theorem C of 
the Appendix. The case (4.28) is moreover divided into 
two parts: 

~ 

Imfo(s)':;; ~ (21 + l)Imf/(s)P1(z) 
1=1 

.:;;2 L:: (21+1)Imf j (s)P I(Z) , (4.33) 
l:!Sl::!!EV 

.. 
ImfD(s)':;; ~ (21 + l)lmf/s)PI(z) 

z:l 

.:;;2 L}(21+1)Imfz(s)Pz(z), 
"(I 

For the case (4033), we get the bound 

(4.35) 
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from (4,24), (4.31), and the unitarity constraint 
Imfl(s);, 0, For the case (4.34), we have the bound 

L (21+1)Imf z(s)p;(z) 1 
B(s, t)?- 8k~~:>"(2l+ l)Imfl(s)p/(z) ;, 8t (4.36) 

from (4.24) and (4,3210 Hence we obtain the lower 
bound (4.11) on the slope parameter for any case of t 
in 0", t<4, 

V. CROSSING EVEN CASE 

In this section it is shown that the logarithmic factors 
can be suppressed in our lower bounds (3.8) and (4.11) 
on the total cross section and the slope parameter re
spectively, if we assume the crossing even property 
of the scattering amplitude, In this case we have 

ImF3 (w + 2 - t12, t) = - ImF(- w + 2 - l/2, t) 

=ImF(w +2-tI2,t), (5,1) 

where 

s - u t t 
w=-2-=s-2+2"=-1l+2-2". (5.2) 

Then the unsubtracted dispersion relation is 

( 0) 1f~1 ,2w'ImF(w'+2,0) 
F s, = - (w '2:r-- . 

7f 2 W -w 
(5.3) 

This gives 

1 f~ w2 F(s, 0) = - :;r dw' 2w'ImF(w' + 2, 0) 

2 

1 foo 1 2W,3 +- dw 12 2 ImF(w'+2,0) 
1T 2 w-w 

(5.4) 

First we consider the case that the first integral is 
finite, Since the second integral approaches zero for 
any sequence of w - oc from (A 1), we have the bound 

I s2F(s, 0) I? C*-O for any sequence of s - 00, (5,5) 

If we take the twice subtracted dispersion relation, the 
similar argument in Sec, III leads to the bound (5.5) 
in the case of finite 11 , 

Now we can see that the above arguments apply to a 
finite region /1 < t < ° such that we have the estimates 

14 ~ dw ' 2w'ImF(w' + 2 - t/2, t) > 0, (506) 

from the continuity in t of ImF(w' + 2 - t12, t) and the 
unitarity constraint 

IImF(w' + 2 - t12, t) I.:;; ImF(w' + 2, 0). (5,7) 

Hence in the finite region t1 < t < 0, we obtain the lower 
bound 

I F(s, t) l?- C S·2 for any sequence of s - 00 

in the case of finite 11 , 

From the unitarity constraint (2,5), we have the 
estimates 

1 ! ~ \ 2 ImF(s, 0) ?- f dz ~ (21+1)f/ s)P z(z) 

~1 
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1 fO 1 fO =; dtIF(s,t)12~; dtIF(s,OI2, 

~S t1 

Here we used Eq, (2,2), the formula 

f
1 2 

dzPI(z)Pm(z) = 21+1 Dim' 
-1 

and for simplicity we are omitting the constant factor, 
Hence we have the bound 

ImF(s, 0) ~ CS~5 for any sequence of s - 00 

in the case of finite 11" On the other hand, we of course 
have the bound (5,11) for some measurable sequences 
of s - 00 in the case of infinite 11 0 Therefore, we obtain 
the lower bound on the total cross section in the cross
ing even case 

atot(s)~ CS~6 (5,12) 

for some measurable sequences of s - 00, 

Next we consider the derivative in t of the scattering 
amplitude in the crossing even case, The unsubtracted 
dispersion relation is 

atF(s, 0) = ~ f~ dW'( ,;w' 2 atImF(w' +2,0) 
1f w -w 

2 

This gives 

+- dW"2 2atImF(w'+2,0) 
1 f~ 2W'3 
1f w -w 

2 

(5.13) 

As shown in the case of (5,5), similar arguments lead 
to the lower bound at t = 0 in the case of finite J u 

(5.14) 

and there exists a finite region t2 < t < 0 such that the 
lower bound (5,14) holds for the finite Jl' From the uni
tarity constraint (2,5) and the formula 

f
1 2 
dz(1-z2)P;(z)P~(z)= 2l+1 (l2+l)Dlm , (5.15) 

-1 

we have the estimate 
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Hence we have the lower bound in the case of finite J u 

atImF(s, 0) ~ Cs-5 for any sequence of s - 00. (5.17) 

Also we have a bound (5.17) for some measurable se
quences of s - 00 in the case of infinite Jl' Hence we 
can suppress the logarithmic factors in the lower 
bounds (3.8), (404), and (4.11), when we assume the 
crossing even property of the scattering amplitude, 

VI. DISCUSSION 

In this paper we derived the lower bounds (3,8) and 
(4.11) on the total cross section and the slope param
eter respectively on the basis of the analyticity and 
polynomial upper boundedness of the scattering ampli
tude and the unitarity of the S matrix, It is unnecessary 
to derive our bounds that the scattering amplitude has 
the crossing even property, The origin is on formula 
(B2). This was used9 already in order to derive the 
lower bound on the slope parameter for at least one 
sequence of s - 00, Our bounds hold for some measur
able sequences of s - 00, It is due to formula (A1) that 
we can replace the previous condition9 "for at least 
one sequence of s - 00" by "for some measurable se
quences of s - 00. " Also it is noted that we did not use 
the PhragmEm-LindelOf theorem, 

It is noticeable that our bounds (3,8) and (4, 11) on 
the total cross section and the slope parameter hold for 
any sequence of s - 00 in the case of (3,10) and (4,13) 
respectively, If we define the average scattering ampli
tude as 

- 1

J
s 

F(s, t)= ; ds' F(s', f), 

4 

we can obtain the lower bound (3,8) on the average total 
cross section for any sequence of s - 00 irrespective 
of case (3, 10L The reason is as follows: We have the 
estimate in case (3.2) 

s2ImF(s, 0) ~ ~ S ds' s'ImF(s', 0) _ 00 (6.2) 

for any sequence of s - 00, Since we observe the inte
grated quantity in experiment, it may be accepted ex
perimentally that we have the lower bound (3,8) on the 
total cross section for any sequence of s - 00, Similar 
arguments of course apply to the lower bound (4,11) on 
the slope parameter 0 It is noted that the more compli
cated average scattering amplitude was constructed12 

in order to derive the lower bound on the elastic 
cross section. 

It was pointed out by Cornille6 that the logarithmic 
factor of the lower bound (L 3) can be suppressed for 
the crossing even scattering amplitude. He made use of 
the estimates 

f o IF(s t) 12 
atot(S)~ael(S)= dt -s-'-

-s 

(6.3) 

and the lower bound (5,8) in a finite region t1 < t < 0 for 
at least one sequence of s - 00 in the crossing even case, 
If we try to apply his argument to our case without the 
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s - u crossing even property, we must treat the case 

h~du'(u'-4)IImF3(u',t)l=oO fort1<t<O, (6.4) 

where ImF3 (u', t) is not assured to be positive. Then we 
cannot use formula (B2), so we don't suppress the log 
factor in our lower bound (3 08)0 The lower bound (3.8) 
without the log factor holds for some measurable se
quences of s - "", if we assume the crossing even prop
erty of the scattering amplitude. For the slope param
eter there is the same situation with the total cross 
section case. 

It appears that our bounds (3.8) and (4.11) are far 
away from the experimental situation. Now let us take 
the dynamical assumption that the imaginary part of the 
scattering amplitude dominates the magnitude of the 
amplitude at high energies. Then we have the estimate 

F(s , 0) - ImF(s , 0). (6. 5) 

From (6.5), (3.1) and (3.2), we have the lower bound 
on the total cross section 

Utot(s):" Cs-3 (logs )_2 (6.6) 

for some measurable sequences of s - 00. 

This bound of course holds for the weaker assumption 

I ReF(s, O)/ImF(s, 0) I,,; Cas s - 00. (6.7) 

For the slope parameter, if we take the dynamical 
assumption 

U
tot

(s):,,327T/S as s-oo, (6.8) 

then this corresponds to the case (4.10) and we have 
the bound (4.9). If we take the assumption 

Utot(s):" C, (6.9) 

then we get the estimate 

};,...,(2l + 1)(z2+z)Imt(s) C 
B:" 2(s-4)l:I"M(2l+1)Imf l (s):" 647T ' 

(6.10) 

where 

Also the lower bound on the imaginary part of the 
scattering amplitude has been known15 for any physical 
energy region and a certain physical and unphysical 
continuum region of t, 

ImF(s, t) >- k:;: U tot(s)P L (1 + 2~2 ) , 

where 

L = [i(kR)2 +~:J1 /2 - t 
and 

R=[SB(s,0»)1/2. 

This bound (6014) holds for 

(3083)2 
-~~t,,;4 

2R 

(6.14) 

(6.17) 

at high energies, Since this bound includes the total 
cross section and the slope parameter as the input in
formatlOn, we can obtain the lower bound on the second 
derivative in tat t=O of the imaginary part of the 
scattering amplitude, 

o2ImF(s,0) >- B2 (1 __ 1_) 
ImF(s, 0) ~ 4 2k2B 0 

APPENDIX A 

In this appendix we prove several mathematical 
formulas 0 

Theorem A: 

(6.1S) 

lim f ~ dx g(x). = ° for one sequence of Z - 00, 
z-~ X-Z-l€ (A1) 

a 

when a is a certain positive constant and the following 
conditions hold: 

limg(z) = ° for one sequence of Z - 00, 

f
~ dx Ig(x) I <00

0 

x 
a 

(A2) 

(A3) 

D=[(s -4)C/327TY/2 (6.11) Proof: In order to derive (A1), we divide the integral 

and so 
into four parts: 

f
~ dx g(x). 

(6.12) X-Z-l€ 

These bounds (6.6), (4.9), and (6.10) are the improved 
results owing to the dynamical assumptions. 

Lastly we discuss the other bounds. The lower bound 
on the slope parameter was shown by MacDowell and 
Martini3 as follows: 

B >- 3~Q~'1 - 0(:2)' (6.13) 

The equality of this bound is attained,14 if the scatter
ing amplitude have the exponential behavior with re
spect to the momentum transfer squared t. There
fore, this lower bound (6.13) is very nearly realized 
for the experimental values of the total and elastic 
cross sections and the slope parameter. This bound 
does not give the lower bound with respect to s, since 
the value B = 0 may be allowed. 
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a 

= (f'" + f .(i-b) + f .(l+b) 

a ". z(l-b) 

~ ) + dx 

fZ(l+b) 

g(x) 
X . 

X-Z-l€ 

(A4) 

Here b is a certain positive constant such that 0 < b < 1. 
Then we get the following estimates based on the condi
tions (A2) and (A3): 

II 1,,;/'" dx x Ig(x) I,,; rz f ". dx Ig(x) I - ° as 
1 (z _ x)x Z - fZ x 

a a 

z-oo, (A5) 

Tadashi Uchiyama 416 



                                                                                                                                    

1 - b z(l-bl I (x) I 
II I ~ -- f dx -g-- - 0 as z - 00 

2 b x ' 
-IZ 

II41~ 1 :b f'" dx Ig~x)1 -0 as z-oo, 

z(l+bl 

1 

dy ~g(z +bzy) +i7Tg(Z) 
Y Is=P! 

-1 

1 1 
=P f dYylg(z+bzy)-g(Z-bZY)]+i7Tg(z) 

a 

(A6) 

(A7) 

-bzg'(z)+i7Tg(Z)-O for one sequence of z-oo. (AS) 

Here P denotes the principal value of the integral. It is 
noted that the justification of the estimate 

zg'(z)-O asz- oo (A9) 

is seen in ReL 16, when g(z) approaches to zero. 

Q.E.D. 

APPENDIX B 

Theorem B: For any positive number a and any func
tion h(x), we obtain the formula 

~ h() ~ 

limz/ dx : =/ dxh(x) 
z-aa x Z 

if f ~ dx I h(x) I < 00, 

a a a 
(El) 

= 00 if f~ dx h(x) = 00 and h(x) > 0, 

a (B2) 

limf~dxXh(X) =0 ifj"'dX1h(X) 1<00, (B3) 
z~'" X + z 

a a 

These hold for any sequence of z - 00. 

Proof: For the cases (Bl) and (B3), we can get the 
follow\ng: 

I f~ f'" h(x) I o ~ dx h(x) - z dx x + z 

• a 

If '" xh(x) I f' X I I = dx --,~ dx -- h(x) 
x+z I x+z 

a a 

(B4) 

for any sequence of z - 00. 

For the case (B2), the procedure is as follows: 

f
'" h(x) j-lZ h(x) z -IZ 

z dx -+ ~ z dx -- ~ r-= -j dxh(x) x z x+z yz+z 
a a a 

-f'" dxh(x) =00 

a 

(B5) 

for any sequence of Z - 00. Q. E. D. 
It is noted that Theorem B was given in ReL 9 and 

was recapitulated for self-consistency. 
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APPENDIXC 

Theorem C: The Legendre function P I(Z) has the 
following properties for Z> 1: 

P1(z) is an increasing function of l, (Cl) 

a 1 
azPI(Z)~ 2(z_1)PI(z)forpl(z)~2. (C3) 

Proof: We know15 the formula 

P (z)=l+f;~(z_l)n nlv2 +v-(m-l)2 
v n.1 (n I ) 2 m.l 

-(m-l)], (C4) 

This formula holds for any number Vo Then we can 
clearly see that 

a 
avpv(z»O forz>l, (C5) 

so we get (C1). From (C4) we have 

a I 1 n(z -1) n~l 
GZ PI(Z)=n~ (n!)2 '2 -2-

x IT [12 + 1 - (m - 1)2 - (m - 1)]. (C6) 
m=':" 

so we get the following for PI (z) .s 2 and l:2:. 1 : 

a 
a'ZP I(Z) 2: i(Z2 + Z):2:. tw + Z)P l(Z)?:. ip l(Z), (C7) 

Here we used the positivity of each term in (C6) for z > L 
Since we have the following for PI(z)~2: 

P1(z) <2± (\)2 (z; 1)" f'r li2 + 1- (m -I? - (m -1)J (C8) 
n_l n n-l 

and 

a 1 t 1 (z - l)n 
az P1 (z)?'(z_1) n_dn!)2 -2-

xf'r [12+l-(m-1)2-(m-l)1, 
m.1 

we obtain the inequality (C3L 

(C9) 
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A method is given for determining the isotropy subgroups of an arbitrary, irreducible representation of 
SO(3). These subgroups are explicitly worked out for low-dimensional representations. As an application 
of these results we contruct the most general, renormalizable, SO(3) invariant Higgs potentials for these 
representations, determine the local minima of the potentials and discuss patterns of spontaneous 
symmetry breaking. 

I. INTRODUCTION 

A renormalizable quantum field theory involving 
massive, intermediate vector bosons can be obtained 
by coupling self-interacting scalar bosons (Higgs 
bosons) to an appropriate gauge theory. The self
coupling of the Higgs bosons is so chosen that, at any 
point of specetime, the vacuum expectation value (VEV) 
of this field is nonzero. This has the effect of reducing 
the symmetry group of the theory from the original 
group G of the gauge theory down to the "symmetry 
group" of the VEV of the Higgs field. Since this VEV is 
an element of a vector space carrying a representation 
(usually irreducible) of G, it is clear that the "sym
metry group" of the VEV is precisely its isotropy sub
group (see Sec. 2)< For convenience, the Higgs 
bosons are usually supposed to be in the lowest
dimensional (nontrivial), irreducible representation of 
G. Such a representation has a very simple isotropy 
subgroup structure, namely all nonzero elements have 
isomorphic isotropy subgroups. Therefore, in these 
theories, the direction of symmetry breaking (L e., the 
direction of the VEV in the vector space carrying the 
representation) is unimportant If, however, the Higgs 
bosons are in higher-dimensional irreducible represen
tations of G the isotropy subgroup structure becomes 
very complicated. There are, as a rule, many non
isomorphic isotropy subgroups for such representa
tions, Therefore, the direction of symmetry breaking 
becomes important (since different directions may mean 
different isotropy subgroups and, therefore, completely 
different physics). The Lagrangian for the Higgs bosons 
always has the form L = T - V, where T is the kinetic 
term and V is a polynomial in the fields called the 
Higgs potentiaL The direction of symmetry breaking 
can be found (to lowest order) by determining the local 
minima of the Higgs potential. Symmetry breaking oc
curs in the directions of these local minima, 

In this paper we consider theories where G = SO(3)0 
A method is given for determining the isotropy sub
groups for any irreducible representation of SO(3), and 
the isotropy subgroups for low-dimensional representa
tions are tabulated. Finally, we construct the most 
general, renormalizable, SO(3) invariant Higgs poten
tial for both the five- and seven-dimensional irreduci
ble representations. We then determine the local 

a)Work supported in part by the NSF under Grant MPS 74-
17456. 

minima of these potentials and discuss the pattern of 
symmetry breaking. To carry through this program, 
we find it necessary to determine the isotropy sub
groups for certain representations of SO(2). 

2. ISOTROPY SUBGROUPS 

Let G be a Lie group, Let V be a real, finite-dimen
sional vector space with positive definite metric gab 

such that V carries an orthogonal representation of G. 
Denote, for any element x of G, the corresponding 
linear operator on V by i\ij(X). Fix a vector ~i in V. 
The set H~ of all elements of G whose corresponding 
linear operators leave ~i invariant (easily shown to be 
a subgroup of G) is called the isotropy subgroup of the 
vector ~i. We note, for example that Ho = G and that, 
for any ~i in V and for any nonzero real number I?, Hk , 

=H,. We emphasize, however, that the isotropy sub
groups for different ~i'S need not be identical, or even 
isomorphic. 

Let ~i be in V and H~ be its isotropy subgroup. The 
set of vectors of the form 7]/ ==Aij(x)~j, for all x in G, 
is called the orbit of ~i, and is denoted (JI' If 7]i 

=Alj(x)~j, then it is easy to show that Hn=xH,xl. Hn is 
isomorphic to H, but is not necessarily identical to it. 
Consider vector ~i with norm r. Since the representa
tion is orthogonal, any vector 7]i contained in 01 has 
norm r, and therefore 01 lies on the sphere in Vof 
radius y. 0, will be called an isolated orbit if there is a 
neighborhood of 01 on the sphere in which no vector, not 
in 01, has isotropy subgroup H,. It is clear from this 
definition that 0 0 is trivially an isolated orbit, For a 
nonzero vector ~i it is not hard to see that 0, is an 
isolated orbit if and only if 0kl is an isolated orbit, 
where 1< is a nonzero real number. 

HI is called a principal isotropy subgroup if, given 
any isotropy subgroup H~, HI is conjugate to a subgroup 
of H~. If HI is a principal isotropy subgroup then 0, is 
called a principal orbit. It has been shown! that if G is 
a compact Lie group, then a prinCipal isotropy subgroup 
must exist and the principal orbits are not isolated 
orbits (except in the trivial case when G acts transitive
lyon spheres). 

Isotropy subgroups have the property that they are, 
topologically, closed subsets of G. To see this, let HI 
be an isotropy subgroup, and let {gk} be any sequence 
of elements of H, converging to g iii G. The sequence 
{Aij(gk)} must converge to i\fj(g), and i\fj(g) must also 
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leave ~j invariant. Hence, g is in H" and He is a closed 
subset of G, In practice this result greatly reduces the 
number of possible isotropy subgroups of G. 

3. ISOTROPY SUBGROUPS OF SO(2) 
A. SO(2) and its closed subgroups 

Let V be a real, two-dimensional vector space with 
positive definite metric gab' Denote by SO(2) the (com
pact, Abelian) group of all linear mappings Ai j from V 
to V which leave gab invariant and which, with respect 
to an orthonormal basis, have determinant I, The 
closed subgroups of SO(2) are SO(2) itself and, for each 
n ~ 1, the cyclic group of order n, denoted Z n' For 
example, Zt is the trivial group of one element 

B. Representations of SO(2) 

Denote by Vn (n~ 1) the vector space of all symmetric, 
nth rank tensors over V. It is easy to show that dim V" 
= n + 1. To Ai J in SO(2) assign the linear mapping from 
V" to vn which sends ya"Q to Aia" ,Aieyaooe, By these 
assignments V" becomes the carrier space for an 
orthogonal representation of SO(2), Such representa
tions are reducible for n ~ 2. Let YO denote the two
dimensional subspace of V" consisting of all symmetric, 
traceless, nth rank tensors over V, Von is a stable sub
space under the group action on vn and therefore Von is 
a carrier space for an orthogonal representation of 
SO(2). It is well-known that these representations are 
irreducible and that, with the exception of the one
dimenSional, trivial representation, all irreducible 
representations of SO(2) are in this class, It is impor
tant to note that, for all n, these representations act 
transitively on spheres in Von, L e" for any two ele
ments AaHe, Ba"e with the same norm there exists some 
Ai, in SO(2) such that A""e=il.ai , 'NjB;OO}, Since SO(2) 
is Abelian, this implies that all elements of Von (with 
the exception of the zero element) will have identical 
isotropy subgroups, 

The above representations of SO(2) on V" are reduci
ble, Since SO(2) is compact, these representations are 
completely reducible into a direct sum of irreducible 
ones, The decompOSition of an element of vn into a 
linear combination of irreducible tensors is well known 
and given by 

yaboode =Aaboode + B (aboogt') + .. + yab'de (1) 

where yaboode is a multiple of g(ab • , ,gt') when n is even 
or k(aube , • , -de) when n is odd Adoo" Bab" etc are 

b b "" " , 
all traceless, symmetric tensors. This decomposition 
is unique, 

C. Isotropy subgroups 

The elements of Von have an interesting geometrical 
property that will allow us to determine the isotropy 
subgroups of SO(2) and will be of use to us later on, 
Let A~1>" , , ,A~n) be n unit vectors in V such that the 
angle between neighbors is 27T/n, The symmetrized 
product Atl) 00 A~~) will be called an n-star and denoted 
by x1~;c (see Fig, I), An n-star obviously has isotropy 
subgroup Zn' We note that any element in the orbit of 
an n-star is itself an n-star, Stars have the following 
properties, 
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FIG. 1. A!Y0bA11) is a 3-
star. Its isotropy subgroup 
[with respect to SO(2)] is Z3' 

Theorem 1: x1~;e is traceless if n is odd. Further
more, when n is even, the traceless part of the n-star 
is precisely that n-star minus some multiple of a sym
metrized product of metric tensors, 

We will use Theorem 1 to determine the isotropy sub
groups of SO(2) and return to the proof of the theorem 
later. Consider Von, For n odd X~~;c is traceless and 
therefore an element of Von, By the transitivity of the 
SO(2) action on Von we see that any element of Von is (to 
within sign) a unique real multiple of an n-star, There
fore, every nonzero element has isotropy subgroup Zn' 
For n even the traceless part of x1~ic is simply x1~jC 
minus some multiple of a symmetrized product of 
metric tensors, For example, if x1~~ is a 4-star, then 
its traceless part is given by X~~~d - i g(abg<d) , Since all 
elements of SO(2) leave gab invariant we see that the 
traceless part of x1~;c also has isotropy subgroup Zno 
By transitivity we see that any element of Von is (to 
within sign) a unique real multiple of the traceless part 
of an n-star, Therefore, every nonzero element has 
isotropy subgroup Zno 

Now consider V n, Any element of 11" can be decom
posed into the linear combination of irreducible tensors 
given in Eq. (1). Remembering that elements of Vom 
are multiples of the traceless parts of III-stars, we 
have the unique decomposition 

Taboode _ a ab"de + a (aboode) +, , , + T-,aboode - nX (n) n-2 X(n_2) , (2) 

where T,aboode is aog(ab. 'gd.e) when n is even and 
alx~1)gbe, ,gte) when n is odd. The a;'s are constants. 
We can now, by inspection, determine all isotropy sub
groups for the reducible representations of SO(2) 
carried by V", For example, consider V3• Then for any 
yabc in V3 we have 

robe = aaX1~~ + alxihr;·bc ) , 

The possible isotropy subgroups are as follows, For 
at = as = 0, i. e., for robe = 0 the isotropy subgroup is 
SO(2). For aa"* 0, at = 0 the isotropy subgroup is Za, 
For a1 "* 0 the isotropy subgroup is Zl' Moreover, since 
all 3-stars are on the same orbit, the Za orbits (al
though no Zl orbits) are isolated, 

We now prove Theorem I, Let n be odd and assume 
x1~'{ is trac eless for m = 1, 3" ' , ,n, Then X~~\e is an 
element of 110m and by transitivity every element of 
Vom can (to within sign) be written uniquely as a multiple 
of an /I1-star, Consider any (n + 2)-star x1~:~~eo Its 
trace is a symmetric, nth rank tensor and therefore 
has the unique decompOSition 

X~~:~d = anX~~;e + an_2X~~:2~bc) +, " + alxihgfh 
0" 'i/'c), 

where the a;'s are constants. For X1~:~~d nonzero it 
follows that the isotropy subgroup is Zq for q '" n, But 
since every element of SO(2) leaves gab invariant, the 
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isotropy subgroup of X(~:~d must contain Zn+2' Therefore, 
X~~:W must be traceless. 8ince X~1) is traceless, it 
follows, by induction, that X~~;c is traceless when n is 
odd, Now, let n be even and assume X~~'{ - cmg(ab. , , • ~c) 
is traceless (for appropriate cm) for 111 = 2, 4, .• , ,n, 
Consider any (n + 2)-star X~~:rl·, Its trace has the uni
que decomposition 

X~~:~~d =anX~~:c + an_2Xl~:2)gbC) +,., + allt'5(ad •• gbcl, 

where the aI's are constants, Now, if X~~:~~d 
- aog(od • , ,gbc ) is nonzero, its isotropy subgroup must 
be Zq for q ~ n, But the isotropy subgroup must contain 
Zn.2' Therefore, 

X~~:rid = aog(ad"bcl, 

This implies that the traceless part of X~~:~~· is given 
by X~~:rie - C n+2g(ad •• ~e), 8ince the traceless part of 
x~~) is obviously x1~) - (- ~)g"b, the second part of the the
orem follows by induction. 

4. ISOTROPY SUBGROUPS OF SO(3) 
A. SO(3) and its closed subgroups 

Let W be a real, three-dimensional vector space with 
positive definite metric gab' Denote by 80(3) the (com
pact group of all linear mappings Ai j from W to W 

which leave gab invariant and which, with respect to an 
orthonormal basis, have determinant 1. The closed 
subgroups of 80(3) are,2,3 to within conjugacy, SO(3) 
itself, SO(2), the normalizer of SO(2) denoted N(SO(2», 
for each n ~ 1 Z", for each 11 ",. 2 the dihedral group of 
order 2n denoted Dn, and the proper symmetry groups 
of the dodecahedron, the cube, and the tetrahedron 
denoted Y, 0, and T respectively. 

An SO(2) subgroup of SO(3) is completely specified 
by specifying a nonzero vector ~i that it leaves in
variant. N( SO(2» is precisely SO(2) itself along with 
all elements of SO(3) which are rotations by 7T around 
any nonzero vector orthogonal to ~ i (and products of 
these elements), 

B. Representations of SO(3) and the subduced 
representations of SO(2) 

Denote by wn, for n'" 1, the vector space of all sym
metric, traceless, nth rank tensors over IF. It is easy 
to show that dim W n = 2n + 1. To fI. i j in 80(3) assign the 
linear mapping from W" to W" which sends Ta"c to 
fl.i a 0 • fl.i cTa"c, With these assignments W" becomes the 
carrier space for an othogonal representation of SO(3). 
It is well known that these representations are irreduci
ble and that, with the exception of the one-dimensional, 
trivial representation, all irreducible representations 
of 80(3) are in this class. We will give a method for 
determining the isotropy subgroups of these representa
tions. To this end we first consider the subduced rep
resentation of an 80(2) subgroup. 

Consider any 80(2) subgroup of 80(3). wn carries a 
representation of 80(3) and therefore a representation 
of 80(2), which is said to be subduced from the 80(3) 
representation, For n ~ 1 the subduced representation 
is reducible, and, since 80(2) is compact, it is com
pletely reducible. Therefore, any element of wn can be 
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written uniquely as a linear combination of tensors 
which are irreducible under 80(2). We want to deter
mine this decomposition. As a first step we prove the 
following theorem. 

Theorem 2: Let T a" c be any symmetric, nth rank 
tensor over W and ~a be an arbitrary unit vector. Then 

Tab"c = (n)IVlab"c + (n_l)lVrab" ~c) + ... + <1>.'H(a~b •• • ~c) 

+ (O)M~a • • ~c, (3) 

where (p)Al(ab"x) = (p)Al ab " x and (p);Vl"b"X~X=O for all 
p = 1, ... , n and this decomposition is unique. 

Proof: Denote by gLab the induced metric on the two
dimensional vector space orthogonal to ~a. Note that 
gab = gLab + ~a~b and therefore 6a b = gL a b + ~a ~b' It follows 
that gLab~a = O. Now write 

Tab"c= 6a",6b
s '" 6CyT"'s"y. 

Substituting for all 6~ in this expression and expanding 
out, we find 

T ab " c =R1",.cl.s·· • gf."T"'s"" + (111(n_l)gl.~.cl.S'·' ~yT"'s",,)~c) 

+ ... + (m(1)gla"'~B" ~rT",s··")e •• ~c) 

+ (T"'s""~,,,~s" ~r)~a •• ~c, 

where the 111(p)'S are nonzero rational numbers. We let 

'f ab " a ...b t T"'S"'" (P),,· = m(p)gL",t;LB' • <:;'" 

for all p = 0, ••• , n. Tensor (p)ll,fab'" is symmetric 
since T"'Boor is symmetric and (PlMabooX!;x=O follows 
from the fact that g~ab!;a = O. This decomposition is ob
viously unique, which proves the theorem, 

We note that (p)Mab"x~x = 0 implies that (p)N]ab" x is 
a tensor over the two-dimensional vector space 
orthogonal to ~a' 

Consider the 80(2) subgroup of 80(3) that leaves 
some unit vector 1;a invariant. By theorem 2 any ele
ment of W" can be uniquely decomposed into a linear 
combination involving symmetric tensors over a two
dimensional vector space orthogonal to ~a' Using Eq. 
(2) we write any such two-dimensional tensor as a 
unique linear combination of n- starso 8ubstitute these 
linear combinations of n- stars into the ~a decomposi
tiono Using the tracelessness of elements of W", solve 
for (O)M. By rearranging these (O)M terms, we obtain 
a unique decomposition of elements of W" into a linear 
combination of 80(2) irreducible tensors. 

As an example consider W2 and the SO(2) subgroup 
that leaves 1;a invariant. Then by Theorem 2 any Tab in 
W2 can be written 

Tab =(2)M ab + (l)M(a!;b) + (o)2\'1~ae. 

From Eq. (2) we have 

mJ1Iab = ~X~~) + aog'tb, 

(llMa=alX~l)' 

(4) 

(5) 

Substitute Eqs. (5) and (4). Take the trace, set it equal 
to zero, and solve for }vI{O). We find that M(O) =a2 - 2ao. 
Rearranging so that each term is traceless, we have 
finally that 
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Tab =a(t,at,b _ ~gab) +(3(X(~) + ~gf) +YXm (ae>, 

where O!, [3, Yare constants. 

Given an element r" d of W n
, we now show that a 

simplification in its tensor decomposition is obtained 
by decomposing with respect to a special unit vector. 

Lemma 1: Given Ta"d in wn there exists a unit vector 
1)a with the property that Tab' 'edT/b •• T/ cT/d = const X T/a. 

Proof: Consider the smooth mappingf: S2 -JR de
fined by f(O = Ta"dt,a' • t,d for each unit vector t,a. S2 is 
compact and, recalling that the continuous image of a 
compact set is compact, this implies that f(S2) is a 
compact subset of JR. But thenf(S2) must be closed and 
bounded, and therefore f has a maximum value. Let 
1)a be any unit vector for whichf is maximum. Let 1)a(9) 
be a one-parameter family of unit vector such that 
T/a(O) =T/a• Then 

df I = 3:... (Ta··dT/a(O) • • T/d(O) I 
dB 0 dB 0 

=n(Tab"dT/b' • T/d)~ (9) I 0 = o. 

dT/.! de lois perpendicular to T/ a but otherwise is arbi
trary. Therefore, 

Tab"dT/b •• 7Jd = constx T/a, 

which proves the lemma. 

If we now decompose T a" c with respect to this T/o 

and use Lemma 1, we find that the 1-star term must 
vanish. This simplification will be very useful when 
we discuss SO(3) invariant Higgs potentials. 

Finally, we prove a lemma that we will need in Sec. 
5. 

Lemma 2: Let Tob
"

d be a symmetric, nth rank tensor 
over W. If T ab " d t,at,b ••• t,d =;: 0 for arbitrary t,a in W, 
then Tab"d =0. 

Proof: For n = 1 the result is immediate. Now con
sider n? 2. Let Aa and Ba be two, arbitrary, linearly 
independent vectors in W. Consider vectors of the form 
na =Aa + XBa for arbitrary X. Substituting for T/a in the 
equation T ab" dT/a1)b •• 1)d = 0, we find 

(pTab··cdAoBb •• Bd)Xn-1 + ... + (qTab"edA a• ·AcBd)X:= 0, 

where p, ... ,q are nonzero integers. But X is arbi
trary. Therefore, all the coefficients of the polynomial 
must vanish. In particular ToboocdAa' • AcBd = O. Now Bd 
is an arbitrary vector. Therefore, T ab " ed Aa' • Ac = 0 
for arbitrary Aa in W. Repeating the above process 
n -1 times, we have finally that Tab"dL = 0 for arbi
trary vector t,a. Therefore, T ab" d = O. 

C. Isotropy subgroups 

Recall that W" carries an irreducible representation 
of SO(3). We can determine the isotropy subgroups 
using the SO(2) decomposition discussed in the pre
ceeding section. The results for n = 1,2,3,4 are 
tabulated in Table I. 

Our method for determining isotropy subgroups is 
best illustrated by examples. 
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TABLE I. The isotropy subgroups of the (2n + I)-dimensional, 
irreducible representation of 80 (3) for n~ 1, 2,3,4. When the 
number m of isolated orbits (on a sphere) of an isotropy sub
group is nonzero, then the total number of orbits (on a sphere) 
with that isotropy subgroup is also m. For any n, an element 
of wn has an 80(3) isotropy subgroup if and only if it is the 
zero element. 

n 

1 

2 

3 

4 

number of isolated orbits 
(on a sphere of nonzero 

isotropy subgroups radius) 

80(3) 0 
80(2) 1 

80(3) 0 
NGsO (2» 2 
D2 0 

80(3) 0 
80(2) 1 
T 1 
D3 1 
Z3 0 
Z2 0 
Zl 0 

80(3) 0 
NGsO(2» 2 
o 2 

o 
o 
o 
o 
o 

1. n =2 

With respect to an arbitrary SO(2) subgroup (which 
leaves t,0 invariant) we have the unique decomposition 

Tab := O'we - ~ g"b) + f3(X(~) + ~gfb) + YX (ll°!;b), (6) 

where 0', [3, yare arbitrary constants. In Appendix A we 
show that 

Xn) + ~g'tb =x(al), 

where xa,ya, t,a are orthonormal vectors. The first term 
on the right-hand side of Eq. (6) has isotropy subgroup 
N(SO(2». Each of the remaining two terms has isotropy 
subgroup D2• 

An element of W n (for any n? 1) has isotropy sub
group SO(3) if and only if it is the zero element [since 
the SO(3) representation is irreducible]. 0 0 is trivially 
an isolated orbit. It is clear that an element of W2 has 
N(SO(2» as an isotropy subgroup if and only if Tab 
= 0' (!:,a t,b - ~ g"b) for some unit vector !:,". Moreover, 
since all tensors of the form !:,a t,b - ~ g"b are on the same 
orbit it follows that these are precisely two, isolated, 
N(SO(2» orbits for tensors of fixed norm (one for 0' > 0 
and the other for 0' < 0). Let yab = !:,a!:,b _ ~ g"b for some 
!:,", and let oa be any unit vector such that oal;a=O. yab 
is invariant under rotations by 7T around oa. In Appendix 
A we show that 

where 04
, x a ,yO are orthonormal vectors. We can now 

determine the remaining isotropy subgroups, 

(7) 

The second and third terms in the decomposition in
volve a 2-star and a I-star respectively. It is clear, 
therefore, that a tensor which does not have N(SO(2)) 
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as an isotropy subgroup can be at most twofold invariant 
around an arbitrary unit vector ~ •. We can immediately 
rule out Y, 0, T and Dn, Zn for n~' 2 as possible isotropy 
subgroups. Given any element T"b in W2 lemma 2 
assures the existence of unit vector "!]" with the prop
erty that when we decompose rob with respect to if we 
get 

ro& = cd"!]a"!]b -L!fb ) + /1t:(ay b) 0 

For fN 0 and I (}' / G I * L rob does not have isotropy sub
group N(80(2)). It is easy to see that such rob have D2 
as an isotropy subgroup (since the first term does not 
break the D2 invariance of the second term), D2 orbits 
are obviously never isolated orbits. 

2. n =3 

With respect to an arbitrary 80(2) subgroup (which 
leaves ~a invariant) we have the unique decomposition 

ro lJc = QW~b~e_ i~{agbc)) + PX~~~+Yx(avb~c) 

(8) 

where (}', {3, y, 0 are arbitrary constants and x a, ya, ~a are 
orthonormal vectorso The first and second terms on the 
right-hand side of Eq, (8) clearly have isotropy sub
groups 80(2) and D3 (see Fig. 2) respectively. The 
orthonormal vectors x a, ya, ~a lie along the twofold sym
metry axes of a tetrahedron (see Fig. 3), Therefore, 
x (ay b~c) has isotropy subgroup To The last term in 
Eq. (8) is invariant under rotations by 1[ around X~1) 
and therefore its isotropy subgroup contains Z2, 

It is clear that an element of IV3 has 80(2) as an 
isotropy subgroup if and only if robe = a (~a ~b~e -i ~ (agbe)) 

for some unit vector ~ao 8ince all tensors of the form 
~a ~b~c _ t~ (agbe) are on the same orbit, it follows that 
there is precisely one, isolated, 80(2) orbit for tensors 
of fixed norm. The remaining terms in the decomposi
tion involve only 3-, 2-, and I-stars, It follows that a 
tensor that does not have 80(2) as an isotropy subgroup 
can be at most threefold invariant around an arbitrary 
unit vector ~a. We can immediately rule out Y, ° and 
Dn> Zn for n> 3 as possible isotropy subgroups, The re
maining possibilities are T, D3, D2, Z3, Z2, and Z1. 

We first consider the possibility of T being an iso
tropy subgroup. Assume that some element ro bc has T 
as an isotropy subgroup, Let aa, Sa, ~a be orthonormal 
vectors along the three twofold axes of T, Then ro bc 

is invariant under rotation by 1[ around ~a and the de
composition of T"bc with respect to ~a is given by 

ro bc = 0: (~a ~b Sc _ t i; <agbe)) + yx (ayb 1;e), 

/ _ ... _. 

FIG. 2. Aa0bA1h is a 3-star. It is invariant under rotation 
by 2rr/3 around axis ~a and by rr arOlllld axes A~iJ for i = 1, 2, 3. 
Therefore, its isotropy subgroup (with respect to 80(3)] is 

D 3• 
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where y* 0, Contracting (l'. twice into T"be, we find that 

But TabCabO:c is invariant under rotation by 1T around 
O:a and ~a is nolo Therefore, Q =0, T"bc=x(a:/i;c) is ob
viously twofold invariant around x a and ya, Therefore, 
x" = 0'" (or Ga) and ya = Sa (or aa). Thus we have shown 
that robe has isotropy subgroup T if and only if T"be 

= yO' <"/3b~e), where Cia, Ga, i;a are any orthonormal vec
tors, Since all tensors of the fOrm (\I ('pbi;cl are on the 
same orbit, it follows that there is precisely one, 
isolated, T orbit for tensors of fixed norm. Let ro oc 

=x(ayb~c) for some xa,ya, ~a, and let oa be a unit vector 
along one of the threefold axes of T, In Appendix B we 
show that 

T"be = (5/6\"3) (oaoboc - to (agbe)) + ~ v1 X~~~, 
where X~~~ is a 3- star orthogonal to 0', We can now 
determine the remaining isotropy subgroups, 

(9) 

Assume ro bc has D3 or Z3 isotropy subgroup, Let ~a 
be a unit vector along the threefold axis of D 3(Z3)' Then 
robc is invariant under rotation by 21[/3 around ~a and 
the decomposition of robe with respect to e is given by 

robC=D:(~'e~c_ t~(agbc»)t-GX~~~, (10) 

where 13* 0 [or ra bc would have isotropy subgroup 80(2)1 
and 10'/ B I if. 5/4.[2 (or ro bc would have isotropy sub
group T). It is clear from the decomposition that ra bc 

has isotropy subgroup Ds if and only if ro bc =i3xm are 
on the same orbit, it follows that there is precisely 
one, isolated, D3 orbit for tensors of fixed norm, Let 
T"bC = X~~~ for some 3- star, and let oa be a unit vector 
along one of the three twofold axes of D3 0 In Appendix B 
we show that 

(11) 

For 0' * 0 in Eqo (10) it is clear that ro bc has isotropy 
subgroup Z3 and that there are no isolated Z3 orbits. 

Now assume ro bc has D2 or Z2 as an isotropy sub
group, Let ~a be a unit vector along one of the twofold 
axes of D2 (Z2). Then the decomposition of robc with 
respect to i;a is given by 

robc = Ci(i;a~b~c_ ~~(agbe)) + yx<aybocl, 

where yif. 0 [or T"bc would have isotropy subgroup SO(2)1, 
D: f. 0 (or ro bc would have isotropy subgroup T) and 
I air I := t (or ro bc would have isotropy subgroup D3), 

Assume ro bc has isotropy subgroup D20 Then there is 
an axis orthogonal to ~" such that T"bc is invariant under 
rotations by 7T around this axis, Let D:. be a unit vector 
along this axis. Contracting D:a twice into T"be, we find 
that 0' must be zero, This is a contradiction, and there
fore no element of W3 has isotropy subgroup D2, Every 

FIG. 3. The orthonormal vectors x", ya, and ~a lie along the 
two fold symmetry axeS of a tetrahedron, The unit vector 6a 

lies along one of the tetrahedron's threefold symmetry axes. 
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TABLE II. The most general, renormalizable, 80(3) invariant Higgs potential for the (2n+ l)-dimensional, irreducible representa
tion of 80(3) (n = 2, 3). To insure that the VEV of the Higgs field in nonzero, we take Jl2 > 0 and A> O. The isotropy subgroups of the 
local minima of the potential are given. 

n 

2 

3 

Higgs potential 

v = _1j.t2/2)TabTab + (A/4) (TabTab )2 

+cTabT1Jc Tca 

V=- i(.l 2/2) Ta1JcTa1Jc + (A!4)(Ta1JcTa1Jc )2 

+ c TabCTbcdTdeiTefa 

tensor of the above form has isotropy subgroup Zz and 
there are no isolated Z2 orbits, 

Since Z2 is not a subgroup of Z3, Zz cannot be a 
principal isotropy subgroup, Since SO(3) is a compact 
Lie group, it fOllows! that there must exist elements of 
W3 with isotropy subgroup Z! and that no Z! orbits are 
isolated. This Same procedure can be applied for any n. 

5. HIGGS POTENTIALS FOR SO(3) 

In this section the most general, renormalizable, 
SO(3) invariant Higgs potential for the (2n + 1)-dimen
sional irreducible representation of SO(3), where It 
= 2,3. We then determine the local minima and find the 
associated isotropy subgroups, The results are tabulat
ed in Table ll, Renormalizability demands that the Higgs 
potential be at most fourth power in the fields. This re
quirement limits the form of the potential and has con
sequences for the direction of symmetry breaking. 

A. n = 2 

To fourth power in the field there are precisely four 
SO(3) scalars4 that can be formed from yab, namely 
pbTab , T"bTbcTca, (PbTab)Z, and TabTbCT"dTda' However, 
the fourth term is a multiple of the third. Note that 

Pra Tb b T" JlI dJ = O. 

Expanding this expression and remembering that yab is 
traceless, we find that 

Therefore, the most general, renormalizable, SO(3) 
invariant Higgs potential is given by 

(12) 

where fl2, >C, and c are arbitrary constants. To insure 
that the VEV of pb is nonzero, we demand that fl2> 0 
and >c> O. For c = 0 it is easy to see that V has extrema 
at rob = 0 (local maximum) and PbTab = fl2/>c (local 
minimum). Therefore, the VEV of Tab is nonzero and 
has norm Jl/ fi. However, the direction of the VEV is 
arbitrary, Therefore, the isotropy subgroup will be 
either N(SO(2) or Dz depending upon the direction we 
choose for the VEV of the Higgs field. Now assume 
c * 0, Recall that for any pb in WZ there exists a unit 
vector r{' such that 

(14) 

423 J. Math. Phys., Vol. 19, No.2, February 1978 

isotropy subgroups of the local minima 

I c I > 0 NGSO(2» 

c=O N(80(2»), D2 

c> 0 T 

c=O 80(2), T, D3• 

Z3, Z2. ZI 
-A/2< c<O D3 

where x a, ya, 1]a are orthonormal vectors. Using Eq, 
(14), we find that yabTab = tc;2 + tt32 

and 

Therefore, the Higgs potential is a function of (lI and {3 

only. To find the local extrema we solve the equations 
a v/a(ll = a v/a{3 = O. There are three sets of solutions. 

1. c; = (3 = 0 

This corresponds to the zero vector. However, the 
matrix 

eva(:,~ )', "~$ 00 0 h., lhe fO'ID 

independent of the values of fl2, >C, and c, Therefore, 
the potential always has a local maximum at yah = 0, 
This implies that the VEV of pb is always nonzero, 

2. a:(±) = [- 3e ± (ge2 + 24"71.J.!2 )1/2] /4"71., (3 = 0 

(15) 

This corresponds to two orbits of tensors, each ele
ment of which has isotropy subgroups N(SO(2), For 
c> 0 matrix (15) has the form 

t -) 
fo' (: "~rbll aM 

for the a (-J orbit, Therefore, for c> 0 the potential has 
a saddle point on the (lI (+J orbit and a local minimum on 
the a <.J orbit. For e < 0 we find the reverse situation, 
i. e" the potential has a local minimum on the O! <+) 

orbit and a saddle point on the a (.) orbit, 

3. C\'(±) = [3e ± (ge2 + 24 "7I.J.! 2 Jl/2] /8"71., (3 = ± 2a:(±) 

Note that la(±)/SI =t Therefore, from Eq, (7) we 
know this solution corresponds to two orbits of tensors 
(one C\' <+) and the other O! (.»), each element of which has 
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isotropy subgroup N(SO(2)). Furthermore, the norm of 
any tensor on the cy (.) (Ci (_» orbit is easily shown to be 
the Same as the norm of any tensor on the - (+) orbit 
of Sec. 2. Since cy (+) > 0 and Ci (_) < 0, the two orbits of 
this section are precisely the same orbits as in Sec. 2. 

Therefore, for any I c I > 0 the potential has one local 
minimum, and it occurs on an N(SO(2» orbit. The VEV 
of the Higgs field must lie on this orbit and have 
N(SO(2») isotropy subgroup. 

Ein=3 

To fourth power in the field there are precisely four 
SO(3) scalars that can be formed from Tabc, namely 
yabcTabc, (pbCT abc )2, yabcTbcd'PefT'la, and yabcTadcT ba'Tel• 
However, the last turn is a linear combination of the 
second and third. Let ~a be an arbitrary vector and con
sider any element yabc of W3• Then Lbc = yabc~a is an 
element of W2

, and from Eq. (12) we know that 

Lab LbcLcd Lda = i(Lab Lab)2. 

Therefore, 

(2 T<>4bTB
bcT YCdTfda - ToabTBabT"CdTI cd)~ OIt,Bt,r~1 = O. 

Symmetrize this expression over Ci, B, y, and f. Then, 
by Lemma 2 we have 

2T(ai abi T6 TyicdiTf) = T(ala bl T 6 y-ricdiTf) 
be da ab cdc 

Expanding these expressions and contracting a and y 
with i3 and f respectively, we find that 

yabc'P:Tb/Tc'f = i(yabcTabc )2 - yabcTbcd 'PelT Va' 

Therefore, the most general, renormalizable, SO(3) 
invariant Higgs potential is given by 

V = - (/12/2)(T' bcTabJ + (Ai 4)(yabcTabc)2 

+ c yabcT bed 'P" T.la , (16) 

where jl2, A, and c are arbitrary constants. To insure 
that the VEV of yabc is nonzero, we again demand jl2 

> 0 and A> O. For c = 0, V has only one local minimum 
which occurs when yabeT"bC= /12/A• Therefore, the VEV 
is nonzero and has norm jl/ rx. Again, the direction of 
the VEV is arbitrary and may have six different 
isotropy subgroups depending upon the direction we 
choose. Now assume c *" O. Recall that for any yabc in 
W3 there exists a unit vector T)" such that 

yabc = a (r}aT)b7)c _ ·h/a.si'c»+ {3xf~)+YX("yb7)C>, 

where x a , ya, 71a are orthonormal vectors. Using Eq. 
(17), we find that 

and 

rrabcT =~ 2 +.!S2 + 1..2 , abc 5 (lI 4 6 Y 

yabcT bcd'P.'Tefa = [44/ (25)2]a 4 + "ha2 S2 

(17) 

+ is a 2y + i2{34 + na2i + [3/(18)2]y4. 

Therefore, the Higgs potential is a function of Ci, {3, 
and y only. On physical grounds we want V to approach 
+ co for large values of the parameters. It is not hard to 
show that this will be the case if and only if c > - >../2. 
From now on we will assume this is the case. There 
are seven sets of local extrema solutions. However, 
only four of these correspond to possible local minima. 
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Of these four sets, two represent the same T orbit and 
the other two represent the same D3 orbit. The two 
diff erent solutions are 

1. {3 == ± 2/J.ltX +2C)1I2, ex. = 'Y = 0 

This corresponds to one orbit of tensors, each ele
ment of which has isotropy subgroup D 3• For c> 0 the 
matrix of second partial derivatives of V (call it M) has 
the form 

Therefore, for c> 0 the potential has a saddle point on 
this orbit. For - A/2 < c < 0, M has the form 

and therefore the potential has a local minimum on this 
orbit. 

2. 'Y = ± v'6 /J./fA + (4/3)c] 1/2, ex. = {3 = 0 

This corresponds to an orbit of tensors, each element 
of which has isotropy subgroup T. For c> 0, M has the 
form 

and, therefore, the potential has a local minimum on 
this orbit. For - >../2 < c < 0, M has the form 

and therefore the potential has a saddle point on this 
orbit. 

Therefore, for c> 0 the potential has one local 
minimum, and it occurs on a T orbit. In this case the 
VEVof yabc has isotropy subgroup T. For - A/2 < c < 0 
the potential has one local minimum, and it occurs on a 
Da orbit. Therefore, the VEV must have isotropy sub
group D3• For c ~ - X/2 the potential has no local 
minima. We note that for both the five- and seven
dimensional representations all local extrema occurred 
on isolated orbits (when c *" 0)0 
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APPENDIX A 

(1) Consider the tensor yab = X~~) + ~b orthogonal to 
unit vector ~'. By definition >d~) = -a"a b for some unit 
vector aa. Let f3" be a unit vector orthogonal to a" and 
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~a and consider x a = (1/ V2)(aa + $a) and ya = (1/ V2) 
x (- aO + (3"). The vectors x a, ya, ~a are orthonormaL 
Solving for a G we have aO = (1/ v'2) (xa - ya), Substituting 
this expression for aa in yub and noticing that g'ib 
=x·xb +yayb we find that yub=X<Gyb), 

(2) Consider the tensor ra b =- li,a~b - t g"b, and let Ba 

be any unit vector orthogonal to ~a, Let $a be a unit vec
tor such that $a ~a = {J'Ba = 0 and consider x a = (1/-{2) 
x (~a +Sa) and ya = (l/f2)(~a _ (3"), The vectors x a ,ya, Ba 

are orthonormal and ~a= (l/V2)(xa +yG), Substituting 
this expression in rab

, we find 

yub = i g'ib + x(ayb) _ t g"b. 

Remembering that g'ib =g"b - BOBb, we have finally 

yub = _ i (BOIi b _ tg"b) + x <Oy b). 

APPENDIX B 

(1) Let xa
, ya, ~a, and Ba be the unit vectors of Fig. 3 

and consider the tensor yubc=X(Oyb~c), Now 

XO = (1//"3) (6" + -{2aO) , ya = (1/13) (BO + V2$a) , 

and 

~a = (1/ v'3) W + -{2y"), 

where C/a j3byc) is the 3-star X~~~ orthogonal to Ba
• Sub

stituting these expressions into yubc, we find 

yubc = (1/313) (BOB b15 c + 215 (O[a bec) + ab yC) + {3by C)] 

+ 2I2x~~n, (Bl) 
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Now a (b!3c) + a (by) + $(b/) is an element of V2 the 
isotropy subgroup of which obviously contains Zs, 
Therefore, it must be a multiple of g1b, and, compar
ing the traces of these two tensors, we have 

(B2) 

Substituting Eq, (19) into Eq. (18), we have finally that 

yuba = (5/613) (l5al5 bBc - tl5 (agbc» + tv1x1~f. 

(2) Consider the tensor yubc = XH3 = a (aabl5cl where, by 
definition of a 3- star, the angle between neighbors is 
27T/3, It is clear that aa, $a, and Ba lie along the three 
twofold axes of Ds, Let za be a unit vector in the plane 
of the star such that zal5a = 0, Then 

aa=_ i(Ba-i3za) and (3a=- i(Ba+ /3za). 

Substituting these expressions mto yubc and using the 
results of Sec, 1 of Appendix A, we find that 

yubc = f (Bal5 b OC _ to (agbcl) + tx (ayboc>, 

where xa, ya, oa are orthonormal vectors. 
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An alternative approach to the normal frequencies of a 
randomly disordered linear chaina) 
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An attempt is m~de t~ gain some insight into the statistical character of the normal frequencies of a long 
cham of harmonic osctllators with randomly disordered masses. Instead of being concerned with the limit 
L ...... 00 ~f a ~hai~ whose random characteristics do not depend on its length L, the paper deals with the so. 
called diffUSIOn hmit where the "size" of the randomness in each of the masses tends to 0 like L - 112. 

1. INTRODUCTION 

Since the pioneering work of Dyson' and Schmidt, 2 

there has been continued interest in the vibrational 
properties of disordered chains of harmonic oscilla
tors. 3-5 Lieb and Mattis6 gave a good introduction to the 
analytical aspects of this topic; the numerical work 
done in this field was reviewed by Dean. 7 

The literature dealing with the disordered linear chain 
is mainly concerned with the problem of calculating 
and describing the vibrational spectrum (distribution 
of the normal frequencies) in the limit of an infinitely 
long chain. In principle the problem of determining the 
spectrum was solved more than 20 years ago by Dyson1 

and later by Schmidt. 2 The analytical intractability of 
their solutions, however, makes a general examination 
of the qualitative behavior of the spectrum very difficult. 

In this paper we pursue a different and, as it turns 
out, much simpler approach to the randomly disordered 
linear chain. Instead of dealing with the limit L - 0() of 
a chain whose random characteristics do not depend on 
its length L, we rather consider the so-called diffusion 
limit, where the "size" of the randomness in the masses 
tends to 0 like L -1/2. For this limit we have powerful 
theorems at our disposal, 8_10 which enable us to gain 
Some knowledge of the statistical character of the 
normal frequencies. 

More specifically, we consider a chain (with fixed 
ends) of L masses, each coupled to its nearest neigh
bors by identical (nonrandom) linear springs. The 
masses are assumed to have the form 

In j (E)=m[l+Ell j ), j=1,2, ... ,L, 

where m> 0 is a constant and the Ilj'S are identically 
distributed (not necessarily independent) mean 0 random 
variables with range in [- 1,1 J. Then the parameter 
EC= [0, 1[ is a measure of the randomness of the masses 
m . We are interested in the statistical properties of 
N(rl;L ,d, the number of normal frequencies of the chain 
in [0, rl J. Our main result, Theorem B in Sec. 2B, can 
be interpreted as follows. If the Ilj'S constitute a 
stationary stochastic process with sufficiently strong 
mixing,l1 then, for large L and small E, the random 

alThe bulk of this work was done during the author's 1974/75 
visit to the Courant Institute of Mathematical SCiences, New 
York University. 

variable L -1 (N(rl;L ,E) - E{N(rl:L ,E)}] is, with the excep
tion of one single value of rl, approximately normally 
distributed with mean 0, the variance being an explicit 
function of rl,E 2/L, and the covariances of the Jl/s. 
Moreover, an approximation to L -lE{N(rl;L,E)} is pro
duced which involves only rl, E2, and the covariances of 
the Jl/s. For the exceptional value of rl a similar inter
pretation is possible. Our result is incomplete in as 
far as no explicit error estimate is given. 

The proof (in Sec. 4B) is based on the observation that 
the function N can be obtained by solving a simple first
order initial-value problem which is of such a nature 
that a powerful diffusion limit theorem of Papanicolaou 
and Kohler lO (stated in Sec. 3) can be applied. In order 
to show this, a slight modification of the phase-space 
argument, due to Prufer and commonly used in the 
classical Sturm-Liouville theory, is adapted to the 
discrete case of coupled harmonic oscillators. This 
approach suggests itself when the continuous analog of 
the random chain is conSidered. For this reason the 
eigenfrequency problem for the reduced wave equation 
in one dimension with random index of refraction is 
briefly treated in Secs. 2A and 4A. It is interesting to 
note that a certain anomaly occurring in the discrete 
case [cf. (2.15)] is absent in the continuous analog. 

This paper owes much to the work of Kohler and 
Papanicolaou12

: in particular, the crUCial transformation 
(4.8)-(4.9) is merely a modification of (2.15) in Ref. 
12. 

Throughout this paper JR, JR' ,.IN and lNo denote the 
sets of reals, nonnegative reals, nonnegative integers, 
and positive integers, respectively. The integer and 
fractional parts of x E JR are denoted by x and x 
respectively; thus x=x+ X, Ixl E lN, XE (0,1[. For a 
nonempty real interval r the symbols U(I) and AC(I) 
denote respectively the sets of all functions I -lR which 
are Lebesgue-integrable on I and those which are 
absolutely continuous on each compact subinterval of I. 
The space of absolutely convergent series INo - 1R is 
denoted by [l(.lNol. Phrases such as "almost all" (a. a. ) 
and "almost everywhere" (a. e. ) always refer to the 
Lebesgue measure on IR. 

Some standard terminology of probability and stochas
tic processes is used. The symbol E{ • } denotes expecta
tion with respect to the measure of the underlying 
probability space. As is customary, the argument 
ranging in a probability space of a stochastic process 
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is usually suppressed; thus we speak, for instance, of 
a stochastic process INo -lR. The symbol W denotes the 
standard process of Brownian motion (Wiener process) 
lR+-lRwith W(O)=O, E{W(T)} = 0 and E{[W(T)]2} = T, 
TE lR+; cf. Ref. 13, p. 7. 

2. FORMULATION OF PROBLEMS AND MAIN RESULTS 
A. Continuous case: Wave propagation in a random 
medium 

For each E E [0, 1[ we consider a one-dimensional 
random medium, occupying the semi-infinite interval 
JR', which is characterized by its index of refraction 
n(', e) relative to a homogeneous medium (corresponding 
to e=O). We assume that n(·,El has the form 

n(x,E)=[I+ev(x)f/2, XEJR+, 

where v: lR' - [ - 1,1] is a mean ° stationary stochastic 
process. 

For w>O, L>O, andEE[O,l[ let 

V(t, x;w,L ,e) = e-iwtu(x;w,L, E), t ,XE lR+, 

be a wavefield in the random medium represented by 
n( " E), which satisfies the boundary conditions 

V(t, O:w ,L, e) = V(t ,L:w,L ,E) = 0, t E JR'. 

Then u( • ;w ,L, E) satisfies the reduced wave equation 
in one dimension, 

C2u"(x)+w2[I+ev(x)]u(X)=0, a,a. xElR', (2.0 

and the boundary conditions 

u(O) =u(Lh 0. (2.2) 

In (2.1) c> ° denotes the phase speed in the unperturbed 
homogeneous medium (E = 0) and the primes denote 
differentiation with respect to x E JR'. 

We are interested in the asymptotic behavior, for 
large L and small E, of the number N(n;L, e) of eigen
values (eigenfrequencies) w2 of (2.0 and (2.2) with 
w E [0, n J, n E lW. For the unperturbed homogeneous 
medium N( .; ',0) is a deterministic function, namely 
[cf. (2.3) and (2.4) below] 

N(n;L,O)=[nL/C7Tr, n,LElR', 

whereas for e> 0, N(';',E) is an IN-valued stochastic 
process defined on JR' x JR+. In the following theorem 
k plays the role of the wavenumber associated with the 
undisturbed homogeneous medium (e=O), I.e., k=w/c. 

THEOREM A: Let v: lR' - [-1,1] be a strict sense 
mean ° stationary measurable stochastic process which 
satisfies the regularity and mixing conditions stated 
in Sec. 3. Then the stochastic initial-value problem 

1/I'(x)=ek7T-1v(X) sin2 (7T</J(x) + kx), a. a. XE JR., 

(2.3) 

k E IW, E E [0,1[' has a unique solution 1/1 (', k ,E): nt' - nt 
with all its sample functions in AC(nt+). This solution 
has the following two properties: 

(i) For n> 0, L> 0, and E E [0, 1[, 

(2.4) 
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(ii) For kE. JR' and E E.] 0, I[ let ~,(T, k):=; 1/I(T /e2
, k, e), 

TE lR'. Then, as E '-...0, the process >It, (. ,k) converges 
weakly to the diffusion process13 '11(', k) given by 

'It(T,k)= 4~ {- Tkla" R(x) sin(2kx) dx 

+ {!coo R( x)[2 + COS(2kX»)dxl/2 weT>}. 

TE JR, (2.5) 

where R denotes the covariance function of v, R(x) 
=Cov(v(x), v(O», XE JR'. Moreover, all moments of 
>It, (T, k) converge unifor mly on compact T intervals to 
the corresponding moments of >It(T,k) and the rate of 
convergence is of order E. 

In particular, for each (T,k)E lR'xlR' the probability 
distribution of 

Tk
2 r'" 1/I(L ,k,e) + 4;J ° R(x) sin(2kx)dx 

converges weakly, as L 100 and E\ ° such that LE2 = T> 0, 
to the normal distribution with mean ° and variance 

Te roo wJ ° R(x)[2 + cos(2kx)] dx. 

B. Discrete case: Chain of random masses 

For each E E [0, I[ we consider a semi-infinite chain 
of masses miCE) > 0, j E INo, each coupled to its nearest 
neighbors by identical elastic springs obeying Hooke's 
law (spring constant f> 0). By U,(t;t) we denote the 
displacement of mass m/el from its rest position j at 
time tE JR'. Then the equations of motion (with resting 
zeroth particle located at 0) are 

m ,(e)U, (t;E) = f[ U,_l (t;e) - 2V, (t;e) + V,.l (t;e)], j E lNo, 

(2.6) 

and Vo(t;e) = ° for t E JR' and e E [0, I[ ; the dots denote 
differentiation with respect to t E lR'. 

For w>O, LE.INo, andeE[O,l[ let 

V/t;w,L,e)=u,(w,L,e)cos(wt), jEIN, tEJR, 

be a solution of (2.6) which satisfies the boundary 
conditions 

Vo(t;w,L,e)= VL ,l(t;w,L ,e)= 0, tE lR'. 

Then the real numbers u,(w,L,e), jE.IN, satisfy the 
reduced equations 

uJ_l-[2-w2mJ(e)/fJuJ+U,.1=0, jEINo• (2.7) 

and the boundary conditions 

(2.8) 

It is well known (and it will follow from the proof of 
Theorem B below, cf. Sec. 5) that the boundary-value 
problem given by (2.7) and (2.8) has exactly L linearly 
independent solutions (normal mode vibrations) which 
correspond to L different normal frequencies 

0< wl(L ,e) < ... < wL (L ,e) < 2(f /min{mJ(e ): 

'-I L}Jl/2 J- , ... , . (2.9) 
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We assume that miCE) has the form 

m j (E)==m[l + E/.Lj] , jfClNo, EfC [0,1[, (2.10) 

where m > ° is a constant and I-L: lNo - [ - 1, 1] is a mean ° stationary stochastic process. Then, in view of (2. 9), 
the normal frequencies w /L, E) associated with (2.7) and 
(2.8) are random variables with 

0< wl(L,E)< ••• < wL(L,E)< 2[j-lm(1_E)j-l/2. 

We are interested in the asymptotic behavior, for large 
L and small E, of the number N(n;L, E) of eigenvalues 
(normal frequencies) w2 of (2.7) and (2.8) with WfC [O,n], 
0,,; n < 2(f / m)1/2, when the masses m/E) are given by 
(2.10). For the perfect harmonic chain N(·; • ,0) is a 
deterministic function, namely [cf. (2. 11) and (2. 12) 
below] 

N(n;L, 0) == [21T-1(L + 1)arc sin(n[m/4!Y / 2)f , 

nfC [0,2(j/m)1/2[, L fClNo, 

whereas for E> 0, N(.;. ,E) is an IN-valued stochastic 
process defined on [0,2(j/m)1/2 [xlNo' In the following 
theorem k plays the role of the wavenumber 
associated with the perfect chain (f = 0), i. e. , 
k==2arc sin(w[m/4f]1/2). 

THEOREM B: Let (A ,J, p) be a probability space and 
let J1: INo x A - [1,1] be a mean ° stationary stochastic 
process which satisfies the following mixing conditionll

: 

the (decreasing) function p: INa - [0, 1], defined for i fClNo 
by 

p(i) = sup{ I peA I B) - peA) I: j E lNo, A fC J7+J , B fC J6, 
PCB) > O}, 

has the property that pl/2 fCZ l(lNO); here)~ denotes the 
a-subalgebra of J generated by the random variables 
I1p l-Li+l> ••• ,11 k , 1,,; i,,; k,,; 00. Then the stochastic initial
value problem 

l<xti, 

0(1) == 0, 
(2.11 ) 

kfC[O,1T[, EfC[O,l[, has a unique solution i/J(o,k,d: 
[1, oa[ - JR with all its sample functions in AC([l, oo[). 
This solution has the following two properties: 

(il For 0,,; n= 2(j/ m)1/2 sin(K/2) < 2(j/ m)1 /2, 

L E Wo and EfC [0,1[, 

N(n;L,e)=[K(L + 1)/1T + i/J(L + 1,K,Elr, (2.12) 

provided that K,,; k" where k, fC] 0, 1T] is the unique solu
tion of the equation 

log(1 + sink) = 2dan(k/2). (2.13) 

(ii) For k E [0, 7T[ and E E ]0, 1[ let -q, ,(T, k) = i/J(T/E2, k, f), 
TEJR+. Then, as E",O, the process -It.(·,k) converges 
weakly to the diffusion process13 "iJI(', k), defined for 
TE JR+ by 

tan(k/2) r (k)f-- . 
'l!( T, k) = 1T r Ttan 2" ,;;tRn sm(2kn) 

( ~ )1/2 ] 
+ tE~RJ2+cos(2kn)] W(T) , kt1T/ 2 , (2.14) 
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~2~ am([85.Y/ 2w(T)15/25.), 5.> 0, 

'l!(T,1T/2)= to, 5.=0. (2.15) 

Moreover, all moments of -It. (T, k) converge uniformly 
on compact T intervals to the corresponding moments of 
'l!(T,k) and the rate of convergence is of order E. In 
(2.14) R denotes the covariance function of 11, i.e., 

Rn == R_n = COV(l1 j , 11 j+n) == E{J1 jJ1 j +n}, j, n fC IN; 

the sums 5. and 5a appearing in (2.15) are defined by 
(2.17) and (2.18) below and am(·lp), p fC [0,1], denotes 
the Jacobian amplitude, i. e. , the inverse function of the 
elliptic integral of the first kind F(·lp).l1 

Remarks: 

1. The result formulated in part (i) of the theorem is 
incomplete in as far as (2.12) gives N(o;L, E) only on the 
interval [0,2(j/m)1/2 s in(k'/2)}. It could in fact be 
improved, but since lim •• ok, ==1T, it is suffiCient for 
our needs. (See also Sec. 5.) 

2. It follows from the mixing conditions imposed on 
11, (3.6) and (3.7), that 

~ N 

5== n~~Rn==J~TN"1E{[j~J1jnE JR+, (2.16) 

5 == t R2n == lim N-1 E{[t 112j]2} E JR+, (2. 17) 
g n=-eo N .. IIO j=l 

and therefore, since S + S. == 2S~, either S/2S. E [0, 1] or 
5==5.==S.=0. Thus, for 5. 0, the function am(·IS/25.): 
JR - JR is strictly increasing with range JR if 5> ° 0. e. , 
5/25. < 1) and range ]-1T/2, 1T/2[ if 5=0 (i. e., 5/25. 
== 1). In particular, for 5 = ° and 5e > ° the limiting dif
fusion process -q,(', 1T/2) is with probability 1 confined to 
the interval ] - t, H. 

3. It follows from Theorem B that for n=2(j/m)1/2 

xsin(K/2), KE[O,lTl, largeLElNo , andsmallE>O, 

E{L-1N(n;L, E)}'" IT-
1K- e21T-1 tan2(K/2)6Rn sin(2Kn) , 

"=1 
and that an approximation to the distribution function of 
r 1[N(n;L,E) -E{N(n;L,e)}] is given by 

[ 
E2 (K) ~ 

N 21T2L tan2 '2 nE. R n{2 + cos(2Kn)} , Kt1T/2, 

N[8S.E2/L]oL-IF(21TL·ls/25~), S,>O, K==1T/2, 

N[O], 5.=0, K==1T/2. 

(Here N [<il] denotes the normal distribution with mean ° and variance <il, the symbol 0 denotes composition of 
functions and F(·lp) denotes the elliptic integral of the 
first kind14 with domain JR for p E [0, 1[ and domain 
] -1T /2, 1T /2[ for p == 1. ) This result is incomplete in as 
far as no explicit error estimate is given. A further 
deficiency is the nonuniformity of the limit with respect 
to KfC [0,1T[. 

3. A THEOREM OF PAPANICOLAOU AND KOHLER 

To prove parts (iil of our theorems we shall use a 
diffusion limit theorem of Papanicolaou and Kohler 10 
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which improves earlier results obtained by 
Khas'minskii" and Papanicolaou and Varadhan. 9 The 
following simplified one-dimensional version of this 
theorem is sufficient for our needs. 

Let (A,J ,p) be a probability space and let v: m:xA 
- [ - 1,1] be a measurable stochastic process with mean 
o and covariance function r: 

E{v(x)}= JAv(x)dP=O, xE lR., 

r(x ,y) = E{v(x)v(y )}= JAv(x)v(y) dP, x ,y E lR+. 

For 0,:; x,:; y ,:; 00 let J~ denote the a-subalgebra of J 
generated by {v(z): x ~ z ~ y} and assume that the condi
tional probabilities relative to J~, 0 ~ y ~ "', have a 
regular version, 15 i. e. , that there exist functions P

y
: 

A xJ - [0, 1), 0,:; y ~ "', with the properties that P/A,.) 
is a probability measure on J for each A E A and that 
P (.,A) is Yo-measurable with P (.,A)=P(AIJ~) P-

y y 

almost surely for each A E J. Assume furthermore that 
v satisfies the following mixing conditionl1: the (decreas
ing) function p:lR+ ~ [0, 1), defined for XE lR+ by 

p(x) = sup{lp(A I B) - P(A) I:y E lR+, 

AEJ:+y , BEJ~, P(B»O}, 

has the property that pl/2ELl(lR+). 

Let F: JR+ x lR -lR be a bounded Lebesgue-measurable 
function with bounded and continuous partial derivatives 
up to order four with respect to the second variable, 
and assume that there are two bounded functions a: 
lR+ - lR and a: lR+ ~ lR+, which have four bounded con
tinous derivatives on lR., such that 

sUP{lxa(~) -f:+X ~: (y, ~ )1: r(y ,z) 

XF(Z,~)dZdYI:x,XElR" ~ElR}<'" (3.1) 

and 

sup{1 Xa2(~) - 2 f+x F(y,~) f r(y, z) 

XF(z,~)dZd~l: X,XE~:, ~EJR}<"'. (3.2) 

Then, for EE [0,1[, the stochastic initial-value 
problem 

~ (x) = EV(x)F(x, ~(x)), a. a. x E lR., 
(3.3) 

has a unique solution ~. : lR+ -lR with sample paths in 
AC(lR+). Moreover, the stochastic process .v. : JR+ ~ lR 
defined by 

.v,(T)=~,(T/E2), TElR., EE]O,I[, 

converges weakly as E\ 0 to the diffusion process13 

.v: lR+ ~ JR which is the (unique) solution of the Ito 
equation13 

.v(T)= J;a(.v(t»dt+ foa(>¥([)dw(t), TE lR+. (3.4) 

In addition, there exists a function C: IN xlR+ -lR+ which 
is continuous with respect to its second argument and 
is such that 

IE{[>¥, (T)]n} -E{[.v(T)]n}1 ~ EC(n, T), 

for n E lN, TE IR+, and E E ]0,1[. 
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(3.5) 

Remarks: 

1. It follows from the definition of r and of p (cf. Ref. 
11, Lemma 2, p. 171) that 

(3.6) 

Furthermore, since pl/2 E L 1 (JR+) is bounded, nonnega
tive, and decreasing, it follows that limx_~xpl/2(x) = 0 
and thus that 

Jo~xp(x)dx~ SUp{Xp l/2(X):XE lR+}j;pl/2(X)dx< "'. (3. 7) 

2. If the hypotheses (3.1) and (3.2) are satisfied, then 
we have necessarily 

and 

a2(~) = lim 2X- 1r+
X F(y,~) f r(y, z)F(z, ~)dzdy 

x·~ x x 

= lim X- 1E{[jx+xv (y )F(y, <p)dy n;. 0, (3.9) 
x .. fICl x 

uniformly in (X,<p)EJR+XlR. The last identity follows 
from Fubini's theorem which is applicable under the 
stated hypotheses. 

4. PROOFS 

A. Derivation of Theorem A 

By hypothesis all sample functions of the process v 
are Lebesgue-measurable functions lR+ - [ - 1,1] and 
therefore, for the derivation of the first half of Theorem 
A, it suffices to assume that v: lR+ - [ - 1,1] is a 
(deterministic) Lebesgue -measurable function. Thus 
(2,1) and (2.2) reduce to an ordinary Sturm-Liouville 
eigenvalue problem which can be handled by means of 
the usual phase space argument. For the sake of 
completeness, and also for motivating the derivation of 
Theorem B, we briefly outline this argument. 

Equation (2.1) has a one-dimensional space of every
where differentiable solutions u: lR+ ~ lR with u' E AC(lR+) 
and u(O)=O. For any such nontrivial solution we have 
u2(x) + U,2(X) > 0 for all x E lR+ and thus, setting 
k=w/cElR+, we can write 

u(x) = r(x) sincp(x), u' (x) = kr(x) coscp(x), x E lR+, 
(4.1) 

where r: lR+- ]O,oo[ and cp:lR+-lR are both in AC(lR+). 
[Except for the factor k, (4. 1) is the transformation due 
to Pnifer, which is commonly used in the classical 
Sturm-Liouville theory.] The function 1> is not uniquely 
determined by (4.1); for the sake of convenience we 
choose the cp with cp(O) = O. Then, by a straightforward 
calculation, it follows from (2. 1) and (4. 1) that cp 

satisfies the initial-value problem 

cp'(x)=k[l +Ev(x)sin2 cp(x)), a. a. xE lR., 

cp(O) = 0, 
(4.2) 

and that r satisfies a similar first-order equation which 
involves cpo 

Let 1> (., k, E): JR' - lR denote the unique solution in 
AC(JR+) of (4.2), kElR., EE(O,I[. Differentiating (4.2) 
with respect to k and interchanging the order of 
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differentiation of the left-hand side (which is legitimate 
in this case), we see that 1>2(' ,k,d, the partial deriva
tive of 1> with respect to its second argument k, is the 
unique solution in AC(1R:) of the linear initial-value 
problem 

1>~(x)= 1 +Ev(x){sin2 1>(x,k,E) 

+ k sin[21>(x,k,dJ1>2(x)}, a. a. XE JR., 

1>2(0)=0. 

Consequently, for x E JR., k > ° and E E [0,1[, 

1>2(x,k,d= f:[1 +E!/(t)sin 21>(t,k,dJ 

x exp{Ek f
t

X 
v(s) sin[2¢(s ,I, ,E)J ds }dt 

"" (x (I-E)e'kft-x)dt= l-E (l-c"' kx ) Jo ~' 

i. e. , for x> ° and (E [0, 1[ the function 1>2(X, • ,E) is 
bounded from below by a function which is positive and 
non integrable on JO,oo[. Hence, for x> ° and E E [0, 1[, 
the function 1> (x , • ,E) : JR' - JR' is strictly increasing and 
its range is IR'o In view of (4.1) this implies that u(';w, 
L, E) is a nontrivial solution of (2.1) and (2.2) iff 1>(L, 
w/c,()=mr for some nElN, and thus that 

N(rl;L,E)=br- 11>(L,rl/c,dr (4.3) 

for 11>0, L>O, andEE[O,I[. 

We now introduce a new dependent variable Ij! by 
setting 

ljJ(x ,k ,d = 1T-1
[ 1> (x ,k ,f) - kx J, 

xEJR', kEJR', (E[O,I[. (4.4) 

In view of (4. 2) the function 1jJ(" k, d is the unique solu
tion in AC(JR') of (2.3) and (4.3) implies (2.4). 

We now establish assertion (ii) by showing that the 
theorem stated in the previous section applies to (2.3) 
with 

(4.5) 

and 

F(X,W)=1T-1ksin2(1Tu,+kx), xEJR+, IjJEJR, (4.6) 

for k E JR'. With the exception of (3.1) and (3.2) all 
hypotheses of the diffusion limit theorem are evidently 
satisfied. To show that (3.1) and (3.2) also hold, we 
must first of all calculate the limits (3.8) and (3.9) with 
the data (4.5) and (4.6). The case k = ° is trivial and 
we assume that !? > O. 

Introducing new variables sand t by means of the 
formulas 

s=Y+Z+21TIjJ/k, t=y-z, 

using some simple trigonometric identities and applying 
Fubini's theorem, we obtain from (3.8), (3.9) (4.5), 
and (4.6) that 

. - k 2fX f2X'2rrl> 1 k,2X-t 
a(ljJ;k) = hm 8 X R(t) {sin(2kt) 

x·., 1T 0 2x,2r"lk't 

- 2 sin(k[s + i)) + sin(2ks)} dsdt 

-k
2f"' = -4- R(l) sin(2kt)dt 

1T 0 
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and 

k 2 IX 1:2X,2 •• lk,2X_t 
cf(0;k) = li.~8 2X R(t) [2 + cos(2kt) 

x 1T 0 2 •• 2",1 k't 

+ cos(2ks) - 4 cos(k/) cos(ks)J dsdt 

= 4~:~" R(t) [2 + cos(2kt))dl 

for WE JR, k > 0, and x E JR'. The limits exist by virture 
of Lebesgue's dominated convergence theorem. In fact 
we have 

I k2fx,x 1~ Xi1(IjJ;k)--;- x sin(21T1jJ+2ky) xH.(y-z)sin
2
(1TIjJ+kZ) 

Xdzdy I 
k
2 
\ 1" fX = 41T - X x R(f) sin(2kt) dt - 0 R(t){t sin(2kt) 

! 2X'2rrl> 1 k.2X-t 
- [Sin(k[s+t))-t sin (2kS))dS}dt\ 

2x,2 •• 1 k·t 

~ :;1: IR(t)1 (t + 5/2k)dt< co, x, XE JR', WE ffi, 

h> 0; 

the last integral is bounded as a consequence of (4.5), 
(3.6), and (3. 7). This shows that hypothesis (3.1) is 
satisfied, A similar estimate verifies (3.2), and thus 
assertion (ii) follows from the diffusion limit theorem. 

B. Derivation of Theorem B 

Our starting point is Eq. (2.7) with initial condition 
uo=O and with mJ(E) given by (2.10). For the derivation 
of the first half of Theorem B it suffices to assume that 
11: lNo - [- 1,1 J is a numerical sequence; for the sake 
of convenience we extend the domain of 11 to IN by set
ting JIo = 0. 

We try to imitate the derivation of Theorem A and as 
a first step in this direction we replace the angular 
frequency w appearing in (2.7) by the wavenumber l< 
via the dispersion relation associated with the perfect 
chain of harmonic oscillators (E=O): 

w=2{j/m)1/2 sin(k/2), kE[O,1T[. (4.7) 

Next, adapting a variable transform used by Kohler 
and Papanicolaou/2 we replace the u/s by new vari
ables Aj' B j by means of the equations 

uJ =AJ cos(kj) + B
j 

sin(kj), j E IN, (4.8) 

0= [AJ,! -A j
] cos (kj) + [Bj +! - BJJ sin(kj), j E IN, (4.9) 

Bo=Bl' (4.10) 

A simple induction argument shows that for k E )0, 1f[ 
the uJ's uniquely determine the AJ's and BJ'S for j E IN. 
Moreover, it follows from (2.7), (2.10), and (4.7)
(4.10) that the A/s and B/s satisfy the difference 
equations 

A
j

• l =AJ + dan(k/2)ll
j
[A

j 
sin(2hj) + 2B

j 
sin2 (kj)J, 

BJ+l = B
j 

- E tan(k/2 )JIJ[2AJ cos2 (kj) + B j sin(2kj)), 

(4.11) 

for j E IN; we recall that 110 = 110 = 0. 
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We now define continuous piecewise linear functions 
A,B:lR+-lR by setting 

A(x) =Aj + ,Y€ tan(k/2)/lj[A j sin(2kj) + 2B
J 

sin 2 (kj)] , 
(4.12) 

B(x) = B
j 

- XE tan(k/2)/lj[2Aj cos 2 (kj) + B j sin(2kj)], 

for x Eli ,j + 1[, j E IN. It follows from (4.11) and (4.12) 
that ifA(x)=B(x)=Ofor somexElR+, thenAJ=Bj=O 
for all j E IN. Thus for any nontrivial solution {(A j' B j ): 

jElN}of (4.11) we have 

[A(x) cos(kx) + B(x) sin(kx)Y 

+ [BCd cos(kx) - A(x) sin(kx)]2 > 0, 

for all x E JR+, and therefore it is legitimate to introduce 
new dependent variables r: JR+ - ]0, oa[ and ¢: lR+ - lR 
by means of the equations 

rex) sin¢(x) =A(x) cos(kx) + B(x) sin(kx), x E JR+, 
(4.13) 

rex) cos¢(x) = - A(x) sin(!,x) + B(x) cOS(kx), x E JR+; 

clearly, r, ¢ E AC(JR+). The function ¢ is not uniquely 
determined by (4.13); for the sake of convenience we 
choose the ¢ with ¢ (0) = 0. Then, by a straightforward 
calculation, it follows from (4.11)-(4.13) that ¢ satis
fies the initial-value problem 

¢'Cr) = J, + 2dan(k/2)/lx sin2(¢(x) - kx), ° < xf. x 
¢(O)= 0. 

(4.14) 

This initial-value problem corresponds to (4.2) and we 
can now proceed as we did in Sec. 4A. 

Let ¢ (., k, E): JR+ -JR denote the unique solution in 
AC(JR+) of (4.14), k dO,1T[, E do, 1[, and denote by ¢2 
its derivative with respect to k. Then, differentiating 
(4.14) with respect to k, interchanging the order of 
differentiation on the left-hand side (which is legitimate) 
and solving the resulting linear first-order initial
value problem for ¢2(·,k,E), we arrive at the identity 

¢2(X, I" E) =1: (1 + E cos-2 (!z/2)/l i sin2(¢(t, k, E) 

- k/) + t :t) elit,x) dt, 

forxElR+, kE[O,1T[, andEE[O,I[. Here, suppressing 
the variables k and E, we have used the abbreviation 

j(t, x) = 2E tan(k/2) f
t

X 

/l§ sin(2 ¢(s ,k, E) - 2ks) ds 

OeS teSx< 00. 

Integrating by parts and recalling the fact that /lo = 0, 
we conclude that for LEINo, 

l---
¢z(L + 1,k,E)= 1 + L'..,e!i j ,L+1)[1 +E cos-2 (k/2)/l 

j=l j 

f
J+I v 

X j sin2 (¢(t,J"E) -kt)e-I(j,t)dt] 

L 

>- 1 + J~ e/(j,L +1)[1 - E cos-2(Jz/2) 

X t+1 exp{2E tan(k/2)(t - j)}dt] 
j 

L 

= 1 + (1 _ exp[2E ta~(k/2)J - 1) 6e1iJ,L +1) >- 1, 
smk j_I 

provided that k E ]O,k.]. Hence, for LEINo and E E [0, 1[, 
the function ¢(L + 1,. ,E): [0, 1T[ -JR is strictly increas-
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ing on [O,k,]. In view of (4.8) and (4.11)-(4.13) the 
sequence {uJ(w,L ,E): j E IN} is a nontrivial solution of 
(2.7) and (2.8) iff ¢(L + 1,k,d=n1T for some nE IN. 
Consequently, 

N(Q;L,El=[1T-1¢(L + I,K,EJr, (4.15) 

provided that K= 2arc sin(Q[m/4j]1/2) E ]O,k.]. 

Again we introduce a new variable i/! by (4.4). Now it 
follows from (4.14) and /lo= ° that i/!(. ,k,El is the unique 
solution in AC(lR+) of (2.11), and (4.15) implies (2.12). 

We now proceed to establish assertion (ii) by showing 
that the diffusion limit theorem applies to (2. 11) with 
v(x)=/l~, x~1, 

r(x, y ) = R2~' x >- 1, y? 1, 

and 

(4.16) 

F(x, Ij;) = 21T- 1 tan(k/2) sinZ (1Ti/! +kx), x>-1, i/!ElR. 
(4.17) 

Without loss of generality we can assume that 
A = [ - 1,1 ]ING and thus v has the required regularity 
property (Ref. 15, p. 363); the process v obviously also 
satisfies the mixing condition. Moreover, F given by 
(4.17) has the stipulated differentiability and bounded
ness properties, so that we only have to show that the 
limits (3.8) and (3.9) exist and that they satisfy all 
requirements stated in Sec. 3. Again, the case k = ° is 
trivial and we assume that k E ]0, 1T[. 

In order to calculate the limit (3. 8), we first observe 
that a straightforward calculation yields the estimate 

the convergence of the series follows from (4.16), (3.6), 
and the hypothesis that pllZE lI(INa). Next, using some 
well-known trigonometric identities, 16 we see that for 
m,MEINa , i/!EJR, and kE ]0,1T[, 

~M sin(21Ti/! + 2kil(!1.2 sinZ (1T1j; + ki) +:iR._ sin2(lj;rr + kj ») 
i=m J=m 'J 

M 

=i 6 Rns(lnl, M; m, Ij;,k), 
n=-M 

(4.19) 

where 
M-Inl 

S(lnl ,M;m, Ij;,k)= 4 ~ sin(2rr<j! + 2k{m + Inl + j}) 
3=0 

x sin2(1T1j; + k{m + j}) 
M-I.I 

::= 6 [2 sin(2rr<j!+ 2k{m + Inl+j})-sin(2klnl) 
j=G 

- sin (41Ti/! + 2k{2m + I n I + 2j})] 

={- (M - In I) sin(2k I n I) + E() n I ,M;m, i/!,k), k f. rr/2, 

- (M - I n I )( - 1). sin (4rr Ij;) + E ( I n I ,M; m , Ij; , rr /2) , 

k=1T/2, (4.20) 
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with 

Ck=sup{!E(!n! ,M;m,</J,k)! :nE {O, ... ,M}, 

M,mElNo, <jJE:lR~<oo. (4.21) 

It now follows from (3.8), (4.16)-(4.21), and Lebesgue's 
dominated convergence theorem that for l/J E: R, 

1
-rr-I tan2(k/2)n%1 R n sin(2kn), k *- rr/2, 

a(</J;k) = S -
- 2~ sin(4rrlji), h = 1T /2. 

(4.22) 

Moreover, it follows from (4.20)-(4.22) that for M, 
mE 1No and ~)E R, 

I tan2(k/2) f ! 
Ma(Ij!;Il) - 2rr n=~Rm5(1nI ,M; m, Ij!,k) 

cStan2i~/2)}~ IRnl(n+Ck)<oo, kE]O,rr[, (4.23) 

the convergence of the series being a consequence of 
(4.16), (3.6), and (3.7). Estimates (4.18) and (4.23) 
imply (3.1). 

The limit (3. 9) is calculated in the same way. 
Estimate (4.18) and identity (4.19) are still valid when 
sin(2rrl/! + 2ky) and sin(2rrlji + 2ki) are replaced by 
sin2

(1T?j) + hy) and sin2(rrw + ki) respectively, where now16 

5(lnl,M;m,lji,I?) 

,II-!nl 

=4:0 sin2(rrlj!+k{m+lnl+j})sin2(rr~l+k{m+j}) 
joO 

,II-Inl 

=E:0 [2-2cos(2rri)!+2k{m+lnl+j}) 
j.O 

- 2 cos(2rrw + 2k{m +j}) + cos(2k I n I) 

+ cos (4rrlj!+ 2k{2m + Inl+2j})1 

1 

M -21n 1[2 + cos(2k In I)J + E( I n I ,M;m, w,k), k*1T/2, 

- M-
2

1nl [2+(-l)n{1+cos(4rr</J)}]+E(\n\,M;m,lji) 

rr/2), k=1T/2, 

and (4.21) still holds. We thus infer from Lebesgue's 
dominated convergence theorem that the limit (3.9) 
exists and that for Ij! E R, 

I
ta~;~/2) J:~RJ2 + cos(2kn)], k *-rr/2, 

~(</J;k)= 1 
-d25e -5 sin2 (2rr</J)], k=1T/2. rr a 

(4.24) 

An estimate similar to (4.23) finally shows that (3.2) 
holds. 

The functions a(';k) and a(-;k) given by (4.22) and 
(4.24) respectively have bounded continuous derivatives 
of all orders on R, which establishes the applicability 
of the diffusion limit theorem. Assertion (ii) thus 
fOllows, {I (- , k) being defined as the solution of (3.4) 
with coefficients a(· ;k) and a(. ;k) given by (4.22) and 
(4.24) respectively. For k*1T/2 and (k,5)=(rr/2,0) 
these coefficients are constant (0 in the second case, 
cf. Remark 2 in Sec. 2B), and (2.14) and the second half 
of (2.15) follow. In the case k = rr/2 and 5e > ° the trans
formation technique a) on p. 34 of Ref. 13 yields the 
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first half of (2.15). [To apply this technique in the case 
5 = 0, observe that then the Ito equation has stationary 
points at - ~ and ~ and that therefore, as a consequence 
of the uniqueness of solutions (Ref. 13, p. 40), \{I(-, 
rr/2) I < t with probability 1. J Of course, (2.15) can also 
be verified a posteriori by calculating the stochastic 
differential of {I(·,rr/2) with the aid of Ito's formula 
(Ref. 13, p. 24). 

5. CONCLUDING REMARKS 

The initial value problem (4.14), or the equivalent 
problem (2.11), can be solved analytically for each 
sequence {J.L / j E INa} in [ - 1, 1]. Recalling that we have 
to choose llo=O, we see that the solution ¢(',k,E) 
in AC(JR:) of (4.14) is given by 

¢(x ,I;> ,E) = k(x -j) + rr[rr-1q'l(j, k,Elr 

+ arc cot[ cot¢(j, k, El - 2EIl
j 
(x - j) tan(k/2)], 

for xEu,j+l] andjE1N, where ¢(O,k,E)=O for kE[O,rr[ 
and E C [0, 1[. Here, arc cot denotes the principal branch 
of the inverse cotangent, which is defined on the 
extended real line and whose range is the interval [O,rr]. 
Moreover, the convention cot(nrr) = + 00, nElN, is used. 

For integer values of x we obtain the recursion 
formula 

¢(l,k,d=h, 

¢(L + l,k,E)=k + rr [rr-l¢(L,k,EW 

+arc cot[cot¢(L,k,El-2EJ.LLtan(k/2)] 

= k + ¢(L,k ,E) 

+ Icct¢{L,k. e ) [1 + t2]_ld/, 
cct ¢ (L. R.' )-2. "L tan{k /2) 

(5.1) 

valid for L E lNo, k E [0, 1T[, and E E [0, 1[. The identities 
(5.1) yield the crude estimates 

I ¢(L + 1 ,h,El- ¢(L ,h,d - k I < min{k, rr(l - [rr-1¢(L,k,E)r)} 

and (inductively) 

k< q'l(L + 1,k,E)<k+Lrr 

forLElN a, kE]O,1T(, andEE[O,I[. 

(5.2) 

In deriving (4.14), (5.1) and (5.2) we did not use the 
fact that J.L. E [- 1,1]. Thus we can choose all J.L j ~ ° and 
E = 1, whi~h corresponds to a chain of harmonic oscil
lators with (deterministic) masses m

J 
= m(1 + Il j ) ~ m > 0, 

j E 1No• Setting ¢L (k) = ¢(L + 1 ,k, 1), we can rewrite 
(5.1) as 

¢o(kl=k, 

¢L (k) = k + 1T[1T- 1¢L _1(kW 
(5.3) 

+ arc cot[cot¢L_l(k) -2IlLtan(k/2)] 

=k + ¢ (k)+ jCct4lL _1 (k) [1 + t2t 1 dt, 
L _1 cct4lL_l(k)-2"L tan(k/2) 

L c lNo, 

for I? E [0, 1J[, where we adopt the same conventions as 
above. It now follows from (4.14) and (5.2) that ¢L: 
[0, 1J[ - [0, (L + l)rr[ is strictly increasing and that 

(L+l)kcS¢L(k)<k+Lrr, kE[O,rr(, (5.4) 
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for each LEINo: in particular, limk •• ¢L (k) = (L + 1 hT. In 
view of (4.8) and (4.10-(4.13) this proves (2.9). More 
specifically, the normal frequencies wj(L) of (2.7) and 
(2.8) [with E= 1 and mj =m(l + J.1)?- m > 0] are given by 

wj (L)=2(j/m)1/2 sin(¢L1(j7T)/2), j=1,2 .•. ,L, LEINo, 
(5.5) 

and (7T.1¢L(k)r is the number of wj(L)'s in (0,2(j/m)1/2 
xsin(k/2)). 
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Explicit results for the quantum-mechanical energy states 
basic to a finite square-well potential 

c. E. Siewert 

Department of Nuclear Engineering, North Carolina State University. Raleigh, North Carolina 27607 
(Received 28 February 1977) 

The theory of complex variables is used to establish explicit expressions for the discrete energy states 
relevant to a square-well potential. 

INTRODUCTION 

As one of the first examples of the principles of quan
tum mechanics, Schiffl solves the Schrodinger equation 
for a square-well potential, 

1f2 d2 

- 2m axr U(x) + V(x)U(x) =EU(x), (1) 

where 

V(x)=O, XE (-a,a), (2a) 

and 

(2b) 

to find the discrete energy levels. Thus, on establishing 
the solution to Eq. (i), subject to U(x) and U'(x} being 
continuous at x =±a, Schiffl finds that the bound states 
(E < Vol can be expressed as 

1f2 2 
Ej=2~~j, }=1,2,3, ... ,n, ma 

where ~j denotes one of the n positive solutions of 

(3) 

nan~=(A2-~2)1/2, } odd, (4a) 

~cot~=-(A2-e)1I2, } even, (4b) 

where A E (0,n7T/2) is given by 

A =~ ,J2mVo• (5) 

Here we wish to report explicit solutions of Eqs. (4) 
that yield exact closed-form results for the discrete 
energy levels. 

ANALYSIS 

In order to relate the roots of Eqs. (4) to the zeros 
of a sectionally analytic function, we wish to consider 

Ak(z)=-fAz +D(z) (k7Ti-tfll /ld~z)' (6) 

where k is a constant and 

(7) 

Here we use a branch of the square root function such 
that D(z) =- D(- z) is analytic in the complex plane cut 
from - 1 to 1 along the real axis and argD(z) E (- 7T, 7T). 
We conclude that Ak(z) is analytic in the complex plane 
cut from - 1 to 1 along the real axis. Further, we can 
use the argument principle2 to deduce that Ak(z) has one 
zero in the finite cut plane for kE (-1,1), that Ak(z) has 
two zeros for k > 1 and that Ak(z) has no zeros for k 

<-1. 

We first consider k =0 and note3 that 

(8) 

where Xo(z) is a canonical solution of the Riemann prob
lem4 defined by 

(9) 

Here Ko is a constant to be determined and 

(10) 

where the ± superscripts are used to denote the limiting 
values as z approac hes the branch cut [- 1, 1 J from 
above and below. The Riemann problem defined by Eq. 
(9) can be solved, as discussed by Muskhelishvili, 4 to 
yield 

[ 1 11 dT J Xo(z)=exp -2' logGo(T)--, 
7Tt -I T-Z 

(11) 

where we use the log function such that arg logGo(T) 
varies continuously from 0 at T = - 1. If we now inves
tigate Eq. (8) as Iz 1- cO we find that Ko =- fA and that 
zo=- iyo, where 

with, in general, 
I 

L
k
= f In({(1- k)27T2(1_ t2} +[(1- t2)112 tanh-I(t) 

o 

_ At]2}/ {(1 + k )27T2 (1 - t2) + [(1- t2 )112 tanh-I (t) 

+At]2})dt. 

It is now apparent that 

~I =Tan-IC~) 
is the first of the desired solutions of Eqs. (4). 

(12) 

(13) 

(14) 

For k > t, we can readily generalize Eq. (8) to obtain 

(15) 

whereZ k,l andz k,2 are the two zeros of Ak(z). Here we 
write a canonical solution of the Riemann problem de
fined by the k > 1 generalization of Eq. (9) as 

1 [ 1 fl dT ] Xk(z) =--1 exp -2' logGk(T)--. 
z - 7ft -I T - Z 

(16) 
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Here 

A;(T) 
Gk(T) = A;(T) , (17) 

and again we use 10gGk(T) such that arg 10gGk(T) varies 
continuously from 0 at T = - 1. With 10gGk(T) so defined, 
we deduce, for k > t, that logGk(l) = 21Ti; and thus, as 
discussed by Muskhelishvili,4 the factor (z - 1) ap
pears explicitly in Eq. (16) to insure that Xk(z) does not 
vanish at z =1. We can now investigate Eq. (15) for 
large Iz I to deduce that Zk,l = - iYk, 1 and z k,2 =- iYk,2, 
where 

and 

Yk,2 =Bk - (B~ + Wk)1/2. 

Here 

and 

In addition, 

where 

e(t) = tan-1 ([ 1T(1 - t2) tanh-1 (t) - 2kAt1T(1 _ t 2)1I2V 
m - k2)1T2(1_ t2) - (1- t2)[tanh-1(t)]2 +A2t2}), 

(18a) 

(18b) 

(19) 

(20) 

(21) 

(22) 

with e(O) =1T. If we now let j = 2k + 1, then the last n - 2 
desired positive solutions of Eqs. (4) can be expressed 
as 

~j =k1T + Tan-d~), j = 3, 4, 5, ... ,no 
\Yk,1 

(23) 

The case k = t requires special attention since the cor
responding Gk(T) vanishes on the cut. We thus find it 
convenient to introduce 

(24) 
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and consider the Riemann problem defined by 

+ Q+(T)_ 
Y (T)=W(T) Y (T), TE (-1,1). (25) 

We find we can write a canonical solution here as 

1 [1 il dt ] Y(z) =- exp - ¢(t)-, 
z - 1 1T -1 t - z 

(26) 

where 

-1 ( 1T(1 - t2)1/2 ) 
¢(t) = tan _(1_tZ)1!2 tanh-1(t)_At ' (27) 

with ¢(-1)=0. Thus, since \1(z) has a zero at the ori
gin and two additional zeros, ±z 112, we can write 

\1(z) (1T)2 (2 2) = -2- A Y(z), 
z z -z1/2 

(28) 

and let Iz I - 00 to deduce that z 112 = ± iY1/2' where 

(2(1T-A) 2 [1 4 )112 
YI/2,' 2A _ 1T +;}o t¢(t) dt + (2A _ 1T)2 • (29) 

The positive solution of Eqs. (4) corresponding to j = 2 
thus is given by 

~2 =!!..2 + Tan-l (_1_). 
Y1I2 

(30) 
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Symmetry conditions and non-Abelian gauge fieldsa) 

R. Maciejko 

Institut fiir Theoretische Physik E, Technische Hochschule Aachen, F. R. Germany 
(Received 8 March 1977) 

Classical gauge fields are envisaged in the context of fibre bundle theory. General symmetry conditions 
are found which lead to an Abelian holonomy group. This, in turn, has important consequences on the 
solutions of the gauge field equations: Symmetric solutions have unphysical properties. Non-Abelian 
holonomy groups are thus needed. 

1. INTRODUCTION 

Recently, one has witnessed a great interest in the 
classical solutions to the non-Abelian gauge field equa
tions. Powerful methods for finding the solutions of 
such nonlinear field equations are still lacking. The 
purpose of this paper is an attempt to get information 
on the solutions without solving the equations. 

We take the point of view recently advocated by Wu 
and Yangl (preceded by many others) and consider the 
gauge fields as connections on a fibre bundle. The field 
strength tensor operator <I> "V is then an internal curva
ture tensor. As emphasized by Loos, 2,3 important in
formation on the properties of the gauge fields can be 
obtained from an investigation of the holonomy group of 
the fibre bundle as opposed to considering the struc
tural (or gauge) group alone: Loos2 has shown that 
spherically symmetric analytic solutions of the point 
charge Yang-Mills4 equations have an Abelian internal 
holonomy group and Uzes5 proved that for gauge fields 
with an Abelian internal holonomy group, the Yang
Mills equations and the Bianchi identities reduce to 
Maxwell's equations (possibly with magnetic monopoles). 
These two results by themselves indicate the relevance 
of the question as to whether the internal holonomy 
group is Abelian or not, There is another reason for 
studying this point, 

Recently, Eguchi6 has presented a classification of 
the unquantized Yang-Mills fields for the SU(2) gauge 
groupo The differential properties of the Yang-Mills 
fields are given by the holonomy group. In his Table I, 
one notices immediately that there are only two classes 
in the holonomy group column: an Abelian holonomy 
group and a three -dimensional one. Thus it becomes im
portant to find criteria for an Abelian holonomy group. 
(His claim that the Yang-Mills fields produced by 
classical point charges lead necessarily to an Abelian 
holonomy group should be taken with caution: Loos7 has 
explicitly given a solution for a point charge with a non
Abelian holonomy group.) 

Our task will be to show that very general symmetry 
conditions imposed on the field strengths lead to an 
Abelian internal holonomy group. Our results are valid 
for three cases: 

(a) the sourceless Yang-Mills field, 

alsupported by Bundesministerium rur Forschung und 
Technologie. 

(b) the source is C oc and vanishes in some small 
domain, 

(c) a special case when the current density is propor
tional to a given component of the field strength. 

Furthermore, we explicitly show in the model used 
by 't Hooft" to obtain his monopole solution that for 
Wu-Yang's9 solution, the holonomy group is Abelian. 
On the other hand, Prasad and Sommerfield'slo solution 
leads to a non-Abelian holonomy group as it does not 
satisfy our symmetry conditions. The presence of 
scalar fields seems to be important in this regard. 

The paper is organized as follows. In Seco 2, we 
introduce some definitions and our notation. Section 3 
analyzes the conditions to obtain an Abelian holonomy 
group; it is extended in Sec. 4 in which symmetry con
ditions are provided. Finally Seco 5 is devoted to exam
ples using 't Hooft's8 Langrangian. It is followed by a 
short conclusion. 

2. SOME DEFINITIONS AND NOTATION 

The gauge group will be denoted by G and its elements 
by g. The generators La of the Lie algebra L of the 
group G allow an expansion of the field strength tensor 
operator <I>,," as follows (a= 1, ... ,II, where n is the 
dimension of the algebra): 

One has a similar expansion for the gauge fields, 

The parameters r" determine an internal linear con
nection and we obtain 

(1) 

(2) 

(3) 

The covariant derivative of a covariant internal vector 
Aa is given by 

(4) 

The covariant derivative of an internal linear operator 
~~ is given by 

(5) 

After these preliminaries, let us introduce the internal 
holonomy group. 11 We first construct a fibre bundle E 
such that the base space will be the (flat) Minkowski 
space M, or some submanifold in that space. We can 
think of the fibre F as a vector space of the internal 
degree of freedom. It is helpful to have Fig. 1 in mind. 
Furthermore, the fibre F and the group G are related 
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F G 

e L 

FIG. 1. The fibre bundle E (M, G ,F). L is the Lie algebra and 
e is the identity element. 

by a set of differentiable homeomorphisms. Any path 
in the fibre bundle E can be projected onto the 
Minkowski space. A vertical displacement (along the 
fibre) is achieved by an element of the gauge group, 

z' = zg-l (6) 

where z and z' are points in the space E belonging to the 
same fibre F. Given a point z of E, the holonomy group 
for a given connection r" at xa is the set of elements g 
of the gauge group G such that internal vectors at z can 
be transported to the point zg-l in a parallel transfer. 
If we choose the transfer route to be an infinitesimal 
parallelogram, it is simple to show that locally, the 
corresponding element h of the holonomy group will 
reduce to 

where dS"" is the area of the parallelogram in 
Minkowski space. One notices immediately that h is 
nothing else than Wu-Yang'sl phase factor for an in
finitesimal parallelogram. We thus see that at least 
some generators of the internal holonomy group are 
given by the components of the curvature tensor. 

We take the basis manifold to be simply connected 
and our approach becomes natural if we consider the 
restricted holonomy group HO(x») at x~. It is defined 

(7) 

as the set of elements g of the structure group such that 
z and zg-l are connected by a horizontal path whose 
projection on the basis manifold is a closed loop homo
topic to zero. Introduce a sequence of shrinking Lie 
groups HO(U j , x~), i = 1,2, ... , where U j is a family of 
connected open sets such that U1 ::J U2 ::J·· • and n;Uj = x~. 
The intersection of these Lie groups is itself a Lie group 
H*(x~) called the local holonomy group at x A• The in
finitesimal holonomy group H'(xA) is defined in the case 
the basis manifold and the connection are of class C~. 
It is obtained by giving its Lie algebra and it corre
sponds to the connected piece containing the identity. 
We have 

H'(x,) CH*(x~) CHO(M,x,). 

We base our investigation on the fundamental result 
(proven by Nijenhuis12) that H'(x~) is completely deter
mined by the curvature tensor and its covariant deriva
tives. We seek information on H"(M,x~) by looking at 
H'(x~) alone. Some results are available; although most 
of them have been proved in detail for affine connec
tions, they can be extended to general linear fibre bun
dles without any serious modification. Our first re-
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quirement will be that for each point in Minkowski 
space, the local and infinitesimal holonomy groups 
coincide. Theorem 6 of Nijenhuis12 then implies 

HO(M,x,..) =H*(x,,) =H'(x,,). 

It is therefore equivalent to study the infinitesimal 
holonomy group alone. Symmetry conditions will con
strain the elements of the infinitesimal holonomy group 
algebra and the restricted holonomy group H O is deter
mined in one point. One then uses the fact that the 
restricted holonomy groups for different pOints are 
isomorphic. 

In non-Abelian gauge field theories, semisimple or 
direct products of semi simple gauge groups are favored 
in the construction of models in regard with the 
"naturalness" of Cabibbo universality and the Quantiza
tion of charge. 13 Holonomy groups are subgroups of the 
structure group and we want to consider Abelian holono
my groups" This makes the study of holonomy groups 
more difficult: Their Killing form is nonregular and the 
adjoint representation of the Lie algebra is not faithfuL 
Treat14 obtains a short-range pointlike solution with the 
help of a nonsemisimple holonomy group which is also 
non-Abelian. In the conclusion of the same paper he is 
led to assert that, as a result of the nonsemisimple 
character of the holonomy group, there are nonvanishing 
components of the field which do not contribute to the 
energy density. This ghostlike behavior is, in our case, 
a direct consequence of the Abelian property of HO" This 
comes about because, for non-Abelian gauge fields, the 
energy denSity involves the Killing form. (We exclude 
pure electromagnetism from our considerations.) This 
emphasizes another purpose of this investigation: 
Symmetric solutions for the curvature tensor should be 
avoided because they have components which do not 
contribute to the energy density. 

3. CONDITIONS 

We want to know under which conditions one has an 
Abelian holonomy group. A first step in that direction is 
to analyze the commutator of the field strengths 

(8) 

The meaning of relation (8) is clear: It is the integra
bility condition for the quantities <P """ Consider formula 
(5) and take the covariant derivative on both sides, 

v\ 'V an = 0 AO an - [OAr ao n I - [r ao 0 ,n I 
- [r" oan] + [r" [r a' nJ]. 

Alternate, 

('V~ 'Va - 'Va 'V~)n = [n, <p'a]. (9) 

Choose n to be the quantity <p,," and we obtain a general 
condition for the commutator, 

('V,,'V"-'V"'V,,)<P~p=[<P~p,<p"vl=O. (10) 

The first derivatives of the field strengths are not 
independent but satisfy the Bianchi identities 

'V ,,<P v, + 'Vv<P~" + 'V,<P"v= O. (11) 

Furthermore, for a flat Minkowski space, one can 
easily show that 
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a 

c "---_______ ~ b 

FIG. 2. The Bianchi identities. 

(12) 

We will make use of the Bianchi identities but for our 
purpose they are redundant. For instance, if two indices 
are the same in E q. (11), we get a trivial identity, 

(13) 

Simple combinatorial considerations show that one ob
tains only four nontrivial independent identities. We 
found it useful to express them by four triangles as 
follows (see Fig. 2): 

(1) the indices G, b, c, d = 1,2,3,4 are all different. 

(2) the indices are to be read clockwise. The index 
in the center of the triangle is just a label and should 
only be considered to identify one of the four nontrivial 
iden ti ties. 

(3) each vertex with index a is the covariant deriva
tive V'a' 

(4) each line joining the vertices a and b is <P ab (a 
missing line between vertices a and b means <P ab = 0), 

a 

C6b V' a<Pbc + V'b<P ca + V' c<P ab = 0, (14) 

a 

CLb : V'b"'ca+V'a<Pbc=O, (15) 

'a 

c--b ·V'a<Pbc=O. (16) 

Let us concentrate on the commutator (8). The quanti
ties'" "" are antisymmetric as well as the commutator 
of any two such quantities. It is easy to see that one can 
form 15 independent commutators. Since each compo
nent of <p,," enters in five commutators (there are six 
independent components), each time one component 
vanishes, the number of surviving commutators will 
obey the following rule: If the number of vanishing "',,/s 
is n (O·~ n"; 5), the number of surviving commutators is 

~(5 -11)(6 -II). (17) 

We also know that the commutators are not yet fully 
independent because they are related via the Bianchi 
identities ?s follows: The integrability condition (10) 
tells us that conditions on the commutators are condi
tions on the covariant derivatives of the field strengths. 
On the other hand, the vanishing of a given component of 
<1:)"" will bear on the Bianchi identities. If we write out 
the four possible triangles, we see that each line 
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appears twice. A given component will thus vanish in 
two Bianchi identities. This shows an important rela
tionship between the field strengths and their first 
covariant derivatives. In physical cases, we will al
ways have the following form for nonvanishing covariant 
derivatives envisaged from symmetry considerations: 

(18) 

where M~ is some function of the coordinates in 
Minkowski space (no summation over repeated indices 
is intended). This will be shown in the next section, It 
is then sufficient to consider only the field strengths 
and their first covariant derivatives to obtain the com
plete Lie algebra. It may happen that ;11~c vanishes and 
formula (18) reduces to formula (16), 

4. SYMMETRY 

We shall assume that an event in Minkowski space 
is localized by four curvilinear orthogonal coordinates: 
~o, 1;1' 1;2, 1;3' These coordinates will be accompanied 
by scale factors y n such that a line element will be given 
by 

" 
dl

2 
= :v~d~~ - 6:V~ d~~. (19) 

n=l 

Let us be more precise as to what we mean by sym
metry. We want to consider symmetries which give us 
conditions on the components of <1:,,," and their first 
covariant derivatives such that the commutators vanish. 
We define symmetry for two-dimensional C~ manifolds 
in Minkowski space. These surfaces are to be covered 
by two orthogonal coordinates, for each set of values of 
the other two coordinates. We need a two-dimensional 
shell to define nontrivial field strengths, 

(20) 

We introduce some auxiliary symmetry parameters 
Cl!, /3, Y, ... corresponding to symmetry operations on a 
two-dimensional shell. One may distinguish two types 
of symmetries: 

(a) symmetries about a .fixed point (isotropy): one is 
at a point on the surface and the symmetry parameter 
is an angle Cl! specifying the orientation of a tangent 
vector with respect to the local frame. For instance, 
the surface element Id~/\ dl;bl is independent of Cl! pro
vided the vectors dl;i do not change their length. If we 
want an element lz of the holonomy group to have the 
same symmetry property, it must satisfy 

(1 
-,-li=O. 
"Q! 

We will soon see that this leads to formula (18) with 
}\!l~c = 0 for four components of the curvature tensor. 

(21) 

(b) displacement symmetries (hol11o[[eneity): in this 
case, the symmetry parameters are to be identified with 
the coordinates themselves. The condition that the 
holonomy group element does not change along the 
coordinate I;c is 

V'c(cPabdSab)=O. (22) 

Consider a small piece of the two-dimensional shell, 

(23) 

One finds that 
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a J::,.sal; = [y~l yi/a / y aY 0) 1 f:l.sab. (24) 

Condition (22) gives us 

VC<P"b= -<Pab[y~ly~laC(YaYb)l. (25) 

This is exactly the form presented in formula (18). 
Actually one should consider the effects of symmetry on 
higher covariant derivatives of the field strength as 
well but condition (25) is sufficient to close the Lie 
algebra and it has direct geometrical significance. Let 
us define 

Mgb", _y~ly;la/YaYb)' (26) 

such that formula (25) becomes 

(27) 

Substitute (27) into the integrability condition (10). This 
gives us 

(28) 

This equation is always satisifed if (27) is true. We thus 
get a sufficient condition in the form of a theorem. 

Theorem: If all the covariant derivatives V c<P a" are 
of the form M~b <P ab with 

the holonomy group is Abelian and perfect. 15 

We remark that higher covariant derivatives applied 
to the form (27) give us 

(29) 

Since VdM~b is a commuting number one needs only to 
consider the commutators of the field strengths and 
their first covariant derivatives; we have shown that 
those quantities commute. The argument can be easily 
generalized to the covariant derivative of any order by 
induction. Thus the whole algebra is commutative and 
the theorem is proved. It requires all the components of 
<Pab to satisfy equations (26) and (27). In that case, all 
the holonomy group elements are invariant under 
parallel transfer along any of the coordinates ~ i. 

Can we obtain a weaker condition? Consider a sym
metry shell covered by a mesh of curvilinear coordi
nates ~2 and ~3. Define two vectors, one of which dxi, 
is tangent to the shell. This is a trivial generalization 
of Loos2 ansatz, 

dxi = (0, D, Y2d~2' Y3d~3)' 

dx~ = (vod~o, Y1 d~u 0, 0), 
(3D) 

Introduce a symmetry parameter 0' with the help of 
a tangent vector as follows: 

dz" = (D, D, cosO'dz, sinO'dz), (31) 

where 0' is the angle between dz'" and the local frame. 
Comparing (30) and (31) we have 

Y2d~2=cosO'dz, Y3d~3=sinO'dz. 

The holonomy group element generated by <P "V is 

<P "V dS"v = (<P 2o YO d~o + <P 21 y 1 d~l) cosO' dz 

+ (<p30Yod~o + <P31Yld~l) sinadz, 
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(32) 

(33) 

Symmetry condition (21) and the fact that d~l and d~o are 
linearly independent implies that 

(34) 

This also satisfies equation (18) trivially and using (15) 
we find that only one independent commutator involving 
the field strengths alone survives. It is 

(35) 

Two of the four nontrivial Bianchi identities reduce to 
the form (16), 

(36) 

The commutator (35) vanishes. Using symmetry condi
tion (a) only, [Eq. (21)] we are able to conclude that the 
internal curvature tensor operator spans an Abelian 
subalgebra of the holonomy group algebra. The algebra 
is perfect. Only <Pal and <P32 are nonzero among the six 
independent <P "V's; we have just shown they commute. 
Symmetry condition (21) is very stringent indeed. Let 
us use symmetry condition (b) for the coordinates ~2 
and ~3 

(37) 

We realize that those first derivatives are also mem
bers of the perfect Abelian subalgebra. We are thus 
left with two elements of the holonomy group, Y'O<P 10 and 
'\;\<p1O" Taking higher covariant derivatives of these 
elements will generate many terms. Using the equations 
of motion for the Yang-Mills fields one defines cur
rents as follows: 

(38) 

We end up with 

(39) 

At this point, one has to make some assumptions for 
Jo and J 1" We want to consider three cases: 

(1) Jo=J1=D everywhere (sourceless Yang-Mills 
field) . 

(2) J o and J , are C~ and vanish in some small 
region. 

(3) Ji=Mj<POl with i=D,L (4D) 

ConSider that the surface is chosen in the region 
where the sources vanish or satisfy Eq. (4D). The 
holonomy group is then Abelian and perfect at least at 
one point. Using the isomorphism of holonomy groups 
at different points in the fibre bundle, we are allowed 
to conclude that the holonomy group is Abelian and 
perfect everywhere. Let us summarize this in a theo
rem which is a generalization of Loos,2 result. 

Theorem: If there exists a two-dimensional symmetry 
manifold in Minkowski space on which the internal 
curvature satisfies the symmetry conditions (21) and 
(37), and if there is a region where the current densi
ties J o and J , satisfy conditions (4D), the internal 
(restricted) holonomy gr:oup algebra is Abelian and 
perfect. 

5. EXAMPLES 

Let us consider the following Lagrangian: 
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(41) 

It leads to 't Hooft's3 monopole solution. Symmetry con
dition (21) implies that four among the six independent 
components of 1>,," must vanish. We now want to investi
gate two types of solutions when only three components 
are nonvanishing. 

(i) Let us take Wu-Yang's solution9 as it is presented 
in Hsu. 16 The gauge group is SU(2). We want to show 
that the holonomy group is still Abelian and perfect. 
The equations of motion are given by: 

1>"v=il"Tv -ovr " -ie[r .. , rv]' 

The solution we consider is given by 

with 

rn=i[R, Lale~ 

R=YaL a, ro=o, A= lor 2, 

[Ln, Lb]=:iEabeLc> a,b,c= 1,2,3. 

(42) 

(43) 

(44) 

(45) 

(46) 

This solUtion satisfies the equations of motion except at 
the origin. With this ansatz it is easy to show that 

-+. - 2iA ([ J r a [ J r v [ J ""ao--2- La' La +2 L b, R -2 La' R er r r 

Furthermore one has, 

[[L11 R], [L 2 , R]]= ir3R, 

[[L 2 , R], [L3' R])=ir1 R, 

[[L3' R), [L11 Rl1=irzR, 

and finally, 

(47) 

(48) 

(49) 

Obviously the holonomy group is Abelian if it is 
perfect. The algebra is reduced to a one-dimensional 
vector space pointing in the direction of R. Let us see 
that it is perfect indeed. An explicit calculation (with 
A= 1, the other case being trivial), shows that 

\l iI> =: _ Eave 115 _ 3r"rc\R. 
"ab er4 

\ "e r2 I 
Higher covariant derivatives will also point in the 

direction of R as one can convince oneself that \l "R also 
points in the same direction. An inductive argument 
can be used to make the final steps rigorous. 

(ii) Let us now consider17 the solution of Prasad and 
Sommerfield. 9 Here also the solution does not satisfy 
our symmetry condition (21) because three of the 1>,,/s 
are nonvanishing o We want to show that the presence 
of scalar fields plays a crucial role in this case, in 
determining whether the holonomy group is Abelian or 
not. 

The solution we envisage is 
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. K(r)-l 
r" = l[L",R] eY , (50) 

where 

K(r) = CrcschCr, (51) 

H(r)= CrcothCr-1. (52) 

Following essentially the same steps as in our analy
sis of the Wu-Yang's solUtion, we obtain an expression 
for three nonvanishing components of the field strength, 

(53) 

The scalar field solution of Prasad and Sommerfield is 
given by 

<pa=~H(r) , 
er 

(54) 

where ya is a unit vector. The solution (53) is non
Abelian due only to the presence of the second term in 
the right-hand side. Comparing with Eq. (54) we notice 
that the holonomy group would be Abelian if the scalar 
field vanished. The function r-1H(r) vanishes for r- 0 
but that limit is not defined for the unit vector Y'. 
Similarly, the scalar field is responsible for the source 
term [see conditions (40) 1, 

J = 'V 1> == Eave raLe K(r)H 2(r). 
v a av er4 (55) 

It would be interesting to investigate a case in which 
the scalar field vanishes outside 1'= 0, to cast some 
light on the problem, but exact solutions to nonlinear 
field equations are scarce. We plan to consider the 
SU(3) solution of Marciano and Pagels18 without scalar 
fields. 

6. CONCLUSION 

Our conception of symmetry is more concerned with 
the geometrical properties of the field strengths than 
with their actual form, and to whether they are sepa
rable into angular and radial variables, for instance. 
As a consequence of our definition of symmetry, four 
independent 1>"v vanish. This in turn leads to an Abelian 
holonomy group for appropriate sources. It may happen 
that the holonomy group is still Abelian otherwise, as 
in the Wu-Yang solution (one is in an Abelian gauge). 
This shows that our conditions are sufficient but, possi
bly, not necessary. The main result of this investiga
tion is a generalization of Loos,2 result. He showed that 
every spherically symmetric internal holonomy group 
with at least one source-free region is Abelian. His 
proof can be extended and we are able to conclude that 
similar results hold if the sphere is deformed into a 
two-dimensional surface as long as it is a simply con
nected C~ manifold, admitting orthogonal coordinates. 
Uzes,5 theorem then implies that short-range compo
nents in Yang-Mills fields can only appear if it is im
possible to find a two-dimensional symmetry as defined 
in the text. This means that spherical, cylindrical, 
ellipsoidal symmetric solutions, plane waves and the 
like should not be considered for that purpose. Plane 
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symmetry has also been considered by Uzes. His re
sults agree with our general conclusion. 
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Static and nonstatic vacuum solutions of Brans-Dicke field equations are derived. For this purpose. a 
new and convenient technique is proposed. Results are applied to some known solutions. 

1. INTRODUCTION 

Consideration of the gravitation field via the general 
theory of relativity proposed by Einstein has been cus
tomary almost from the dawn of the twentieth century. 
In this theory Einstein has introduced the principle of 
geometrization in physics. The general theory, in fact, 
succeeds in geometrizing the phenomenon of gravitation 
and in identifying the metric tensor of a Riemanian 
space-time with the gravitational potential but this 
theory lacks explanation of all aspects of Mach's prin
ciple, therefore, we start our study with the Brans
Dickel theory of gravitation which incorporates the idea 
of Mack's principle to some extent. Jordan2 has also 
made attempts in this direction but his theory lacked 
physical validity owing to nonconservation of the ener
gy-momentum tensor and the aspect of mass creation. 

In this paper, we have obtained some solutions of 
Brans-Dicke field equations by transforming them into 
Einstein-like field equations. Recently, Singh3 has ob
tained some static solutions of the scalar- tensor theory 
of Sen and Dunn4 by a similar technique but this theory 
has a negative point that the principle of mass energy 
conservation is violated here also. Therefore, on physi
cal grounds, the scalar-tensor theory also does not 
arouse our interest. The importance of this paper is 
that we have obtained both static and nonstatic solutions 
of the more generalized theory of gravitational fields 
(Brans-Dicke theory). 

In Sec. 2, we have given the Brans-Dicke field equa
tions. In Sec. 3, static solution of these field equations 
are derived. In Sec. 4, results corresponding to some 
well-known solutions of Einstein theory have been ob
tained for the Brans-Dicke theory. In Sec. 5, we have 
gotten a non static solution of the field equations obtained 
in Sec. 2. The last section contains some concluding 
remarks. 

2. BRANS-DICKE FIELD EQUATION 

The field equations of the Brans-Dicke theory are 

Rlj - tg/jR = (wjq})(¢, 1 ¢,r tglJ ¢,k rp,k) 

+ rp-l (¢!;} _ g!j¢~k) + (871/ C4)¢-lT ii' (1) 
I 

Hence the field equations (6) become 

and 
(3 + 2W)¢:k = (871/ c4)T, (2) 

where R/j is the Ricci tensor, R is the scalar curva
ture, gl} is the matric tensor, ¢ is the scalar field, 
T lj is the energy-momentum tensor, and w is the 
coupling constant. 

For this purpose, we consider an empty space for 
which T Ij = O. Therefore, in the case of the vacuum 
field, the Brans-Dicke field equations take the form 

R jj =(W/rp2)rp,I¢,j + (¢i'/¢), (3) 

and 

1)~k=O (w*-%). (4) 

The substitution of 

¢ =exp(A), 

makes (3) more convenient and we obtain 

RiJ = (w + 1)A,i A,j + Ai;j. 

Let us consider a nonstatic line element 

(5) 

(6) 

where U is a function of all the four coordinates 
(Xl,X2,X3,t), where a,b,c,··· run from 1 to 3. Here 
Y.

b 
plays the role of the metric tensor in three-dimen

sional space and satisfies Y.byec=6~. E is an arbitrary 
constant. 

Computing the component of Ricci tensor, we have 

Reb =Pab - (E + l)YabU;cc- EUa;b + (2 - E2)U,aU,b 

+E(E + l)YabyCdU,P,d + (3E + 4)(E + 1) 

X exp[ - 2(E + 2)U)u~ - (E - 1) exp[- 2(E + 2)U1Yabu, 44' 

R44 = exp[2(E +2)Ul(U?c- EyCdU,P,d) 

+ 3(E + 1)(£ + 2)U:4 - 3(E + 1)U,44' 

(8) 

(9) 

(10) 

where P ao is the Ricc i tensor formed by the metric ten
sor Yab and covariant derivatives are also formed with 
respect to Yab' Rab is the Ricci tensor used earlier. 

[p ab - (E + 1)YabU;c - EUa;b + (2 - E 2 )U,P,b + E(E + l)YabyCdU,p,d 

+ (3E + 4){E + 1) exp[ - 2(E + 2)U1Y.bU~4-(E + 1) exp[ - 2(E + 2)Ul YabU,44 

= (w + l)\a\b + A.'b + (E + l)(A,aU,b + \ bU,a - V abyCdU,C\d) - (E + 1) exp[ - 2(E + 2)U1Yeb\4U,4' (11) 
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exp[2(E + 2)U](Ufc - EyCdU,P,d) + 3(E + I)(E + 2)U;4 - 3(E + I)U,44 

:=: (w + I)A;4 + exp(2(E + 2)Jy CdA,cU,d - U,4A, 4 + A,44, (12) 

(13) 2(E + 1)(U,aU,4 - U,4a):=: (w + 1)\4\. + \4. + (E + l)U,4\. - U,.\4· 

3. STATIC SOLUTIONS OF THE BRANS-DICKE 
FI ELD EQUATIONS 

For static solutions, the function U in the time ele
ment (7) will be independent of time coordinate t and 
hence field equations (11), (12), and (13) are reduced 
to 

Fob - (E + I)YobU;c- EUo;b + (2 - E 2 )U' O U,b 

+ E(E + l)YabyCdU,cU,d 

= (w + 1)\. \b + A.;b 

+ (E + 1)(A..U,b + A.bU,. - Y.byCdU,c A.d, (14) 
(15) 

Now we assume that A and U are related functionally by 

A=- EU, (16) 

which transforms the field equations (14) and (15) into 

F.b + 2F 2U,.U, b = 0, (17) 

where 

F2 =1 +E- E Zw/2, (18) 

and 

Ufc=O. (19) 

Again let us transform U into V via the transformation 

V=FU. (20) 

As a result we obtain field equations in a simpler form, 

These are the field equations RlJ =0 of the Einstein 
theory for the static line element 

(21) 

(22) 

ds 2 = exp(2V)dtZ + exp(- 2V)(Y.bdx·dxb). (23) 

Now applying the transformation given by Eqs. (16) 
and (20) we are in a position to reduce the Brans-Dicke 
field equations (14) and (15) for the line element (7) into 
Einstein field equations (21) and (22) for the line element 
(23)0 

Thus we have established the following results: Cor
responding to every static solution V and Y.b of the 
empty space field equations of Einstein theory, we can 
find a solution of the vacuum field equations of the 
Brans-Dicke theory with the same YaP' ¢ as derived 
from Eqs. (5) and (16) and the same U from Eqs. (18) 
and (20)0 

4. SOME PARTICULAR STATIC SOLUTIONS OF THE 
BRANS-DICKE FIELD EQUATIONS CORRESPONDING 
TO WELL KNOWN SOLUTIONS OF EINSTEIN THEORY 

Now using the technique given in Sec. 3, we shall ob
tain some solutions of vacuum field equations of the 
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I 
Brans-Dicke theory from some well known solutions 
of Einstein theory. 

A. Schwarzchild type solution in standard coordinate 

The Schwarzchild solution in the standard coordinate 
is given by the line element 

2 ( 2m) 2 1 
ds = 1--;- dt -(1-2m/r) 

x (dr2 +r2 (1 _ 2; ) (d82 + sin28 d¢2) (24) 

The corresponding solution of the Brans-Dicke theory 
will be given by the following line element 

ds 2 = (1- 2m/r)1 IF dt2 _ (1 _ 2m/rtO +E) IF 

x [dt2 + r2(1 - 2m/r)(da2 + sin2a d¢2)], 

with the scalar field ¢ given by ¢ = (1 - 2nt/r)-E 12F. 

(25) 

B. Schwarzchild type solution in the isotropic coordinate 

This solution is given by the metric 

ds 2 =(1- m/r)2 dt2 _(1- m/r )-2 (1- m2)2 
1 +m/r 1 +m/r 7" 

(26) 

The corresponding solution of the Brans-Dicke theory 
will be given by 

ds 2 = dt2 _ (
l_m/r)2IF (l_m/r)_2(I+E)!F 

l+m/r l+m/r 

(27) 

C. Brans-Dicke static solution 

IfinEq. (27)weputm=B, E=C, andF=(I+E 
- E 2w/2)1I2 = A, we obtain the line element (27) in the 
following form: 

2 (1 -B/r) 2!~ 2 (1- B/r) -20+C)!1. 

ds = 1 +B/r dt - 1 +B/r 

B2 2 
X 1-? [dr2+r2(da2+sin2ad¢2)] 

or 

2 (1_B/r)2/;' 2 (I_B/r)2(;'-C-ll/A( B)4 
ds = 1 +B/r dt - 1 +B/r 1 +y-

X [dr2 +r2(da2 + sin2ud¢2)], (28) 

with ¢ given by 
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(
1- B/r)-C/~ 

¢ = 1 +B/r . 
B, C, and A are arbitrary constants. The solutions 

given by Eq. (28) are similar to the solution obtained by 
Brans and Dickel when we choose QI 0 = 0, i30 = 0, and 
¢o=1. 

D. A conformastat solution 

Das5 has obtained a conformastat solution which is 
given by the metric 

ds 2 = (1- IIIXr2 dt2 _ (1_lllX)4(dx2 +dy 2 +dz 2), 

where /11 = const. 

(29) 

The corresponding solution of the Brans-Dicke theory 
will be given by 

ds 2 = (1 _ IJIxr2! F dt2 _ (1 _ mx)2+2(1+E) / F 

X (dX2 +dy 2 + dz 2), 

with ¢ = (1- mx)E/F. 

E. A static plane symmetric solution 

(30) 

The static plane symmetric solution of Taube is given 
by the metric 

ds 2 = (l'IX + "'2rl /2(dt2 - dx2) 

- (['IX + "2)(d:v 2 +dx2
), (31) 

where "I and "2 are constants. 

The solution of the Brans-Dicke theory will be 

ds 2:=:; ("IX + /(2)"1 /2F dt2 _ (1'IX + hZ)(E+1/2F-I) dx2 

_ (1?1X +h2)(E+1I2F+1I2)(dy 2 +dz 2), 

together with 

¢=(1'IX +/(2)EnF. 

F. Levi-Civita solution 

(32) 

Levi-Civita7 has obtained a static symmetric solution 
given by the following metric 

ds 2 = (r/ro)(q2+2Q )/2(dt2 _ dr2) 

- (r/r n)Qr2 cld}- (r/rorQdz2, 

where ro and q are constants. 

Use of transformation 

z - it and t - iz 

changes the metric (34) into the convenient form 

dS2=(;O)-qdt2_(~)q 

X[~{/2 (dr2 +dz2) +y2d¢Z]. 

(33) 

(34) 

(35) 

The Brans-Dicke solution corresponding to this metric 
is 

(36) 
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Again using the inverse of the transformation (35), i. e. , 
z - - it, t - - iz we get the metric (36) in the form 

ds 2 = (r/ro)Q(I+E)/F+q2/ 2(dt2 _ dr2) 

- (r/rotQ/ F dz z - (r/ro)Q(1+E)/F r 2d¢2, (37) 

with 1-> = (r/ro)EQI2F. 

G. "Curzon" particle solution 

The static axially symmetric solution representing a 
Curzon3 particle is given by 

cls 2 = exp(- 2m/ p) dtZ - exp(2m/ p) 

X[exp(- 1J12r 2/2p4) (dr2 +dz 2) +d¢2], 

where III = const and p=(r2 +Z2)1I2. 

(38) 

The corresponding solution of the Brans-Dicke theory 
is given by the metric 

ds 2 = exp(- 2m/pF)dt2 
- exp(2m/pF) 

X [exp(- /l/ zr2/2p4)(dy2 +dz 2) +d1->2], 

with 1-> given by ¢ = exp(mE/ pF). 

5. NONSTATtC SOLUTIONS 

(39) 

In this section, we consider the nonstatic Brans
Dicke vacuum field and propose a technique by which 
Brans-Dicke solutions analogous to nonstatic solutions 
of the Einstein vacuum field equations can be obtained. 

For the purpose, we consider a nonstatic line ele
ment (7) taking E = ° without loss of generality because 
E is an arbitrary constant there. Here we also assume 
that U is a func tion of t only. 

The field equations (11), (12), and (13) in this case, 
are reduced to 

P ab + exp(- 4U)(4U;4 - U,H)Yab=- exp(- 4U)YabA,p,4' 

(40) 

and 

3(2U~ 1- U,I4) = (w + 1)A~4 - U,4A,4 + A,.14. 

Assuming A to be functionally related to U as 

A =- U/(w + 1), 

the above equations are reduced to 

P ab + [2 - 1/(w + 1)W;! exp(- 4U)Y ab = 0, 

2U;4 - U,4.j = 0. 

Equation (44) implies that 

Uj =K t exp(2U), 

where K t is a arbitrary constant. 

Therefore, Eq. (43) takes the form 

P ab +2Q1IYa b=0, 

where 

=K2(1 - ~(w + 1)-1). 

Further, Eq. (44) yields on integration 

G.K. Goswami 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 
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or 

(47) 

where 0'1 and 0'2 are arbitrary constants. 

For Einstein nonstatic vacuum field, the analog of 
field equation (40) is P ab + 20'tYab = 0, which is exactly 
the same as Eq. (46), but the analog of field equation 
(41) in this case yields 

U=log(O'jt +0'2)' 

0'1 and 0'2 are arbitrary constants. 

Thus for ¢ given by Eqs. (7) and (42) the solutions 
are identical for the two theories for line element (7) 
with slight difference in constants. In fact, as Eq. (46) 
implies that the 3-geometry is a space of constant curva
ture, these solutions are just certain Robertson-Walker 
cosmologies without matter. 

6. CONCLUSIONS 

The immediate use of the results obtained in Secs. 
(3) and (5) is to find the solution of the Brans-Dicke 
field equations from known vacuum solutions of Einstein 
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theory. Besides, these solutions furnish examples of 
Singularities occurring in the Brans-Dicke theory. 

We hope that this technique will provide an important 
tool to handle the sophisticated and intricate problems 
of Brans-Dicke fields with possible applications in 
cosmology. 
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Quadratic Hamiltonians, quadratic invariants and the 
symmetry group SU(n) 
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We show that any 2n-dimensional quadratic Hamiltonian may be transformed by a (usually time
dependent) linear canonical transformation into any other 2 n -dimensional quadratic Hamiltonian, in 
particular that of the isotropic harmonic oscillator. This latter Hamiltonian possesses the symmetry group 
SUe n) and n 2 -1 linearly independent quadratic invariants which provide a basis for the generators of the 
group. Every other quadratic Hamiltonian is shown to have a quadratic invariant possessing SUe n) 
symmetry. The free particle structure is given explicitly. The anisotropic oscillator is shown not to possess 
SU(3) symmetry based on quadratic invariants. However, its wavefunctions and energy levels may be 
obtained directly from those of the isotropic oscillator whether the frequencies are commensurable or not. 

1. INTRODUCTION 

Since the pioneering work of Fock' on the Coulomb 
problem and Bargmann2 on the isotropic time-indepen
dent oscillator, the study of dynamical symmetry groups 
in quantum mechanics has been one of the dominant 
features of the subject. Not the least of the reasons for 
this has been the connection between the existence of a 
particular symmetry and the solution of the Schrodinger 
equation. 3 

The existence of a symmetry group requires the exis
tence of a set of constants of the motion such that all 
elements of the set commute (claSSically have zero 
Poisson bracket) with one particular element. The other 
elements or suitable linear combinations of them are 
then required to have commutation relations appropriate 
to the generators of the particular symmetry group 
sought. For problems with time- independent Hamil
tonians, the Hamiltonian itself was taken as the central 
invariant and the search for a symmetry group became 
the search for sufficient other constants to constitute a 
basis. For both the Coulomb and oscillator problems, 
the angular momentum provided some of the required 
constants. The remaining constants were found in the 
Runge-Lenz vector4 for the former and in a symmetric 
matrix5 for the latter. PhYSically these constants de
scribe the shape of the claSSical orbit. 6 Each of these 
quantities has an unambiguous definition in terms of 
quantum mechanical operators and so the symmetry 
group was applicable to the quantum mechanical prob
lem. This was not the case for the anisotropic oscilla
tor with incommesurable frequencies. 6,7 It has been 
pointed out frequently8 that the problem is in finding the 
appropriate operator expressions for classical expres
sions involving nonintegral powers. 

The case of a time-dependent Hamiltonian produces 
the need to determine the basic constant of the motion, 
if any. A class of problems which has been of con
siderable interest is that which reduces to the time
dependent harmonic oscillator. This problem occurs 
in the motion of a charged particle in an electromag
netic field9

-
11 or in the evolution of coherent states in 

lasers.12 The existence of an exact invariant for the 
time-dependent oscillator was shown by Lewis lO and 

RiesenfeldY A simpler demonstration has been pro
vided more recently.'3 A discussion of the symmetry 
group of the three-dimensional time-dependent har
monic oscillator was given by Gunther and Leach14 in 
which they showed that SU(3) was the symmetry group 
of the invariant. 

The use of canonical transformations in the solution 
of quantum mechanical problems has received con
siderable attention in recent yearsY-19 The employ
ment of time-dependent transformations13,20,21 has 
broadened the range of problems which can be success
fully tackled. Such transformations have been particu
larly fruitful when applied to time-dependent oscillator 
Hamiltonians, in establishing both an interpretation for 
the invariant associated with the motion and that the 
motion is characterized by the symmetry group SU(n) 
and also providing a relatively simple method for the 
solution of the SChrodinger equation. 

In this paper we examine the general class of quadratic 
Hamiltonians describing some ii-dimensional motion. 
We show that claSsically every such Hamiltonian has a 
quadratic constant of the motion which possesses SU(n) 
as its symmetry group. In general, this is not the sym
metry group of the Hamiltonian, but we may say that the 
Hamiltonian is characterized by the nQninvariance 
group SU{iI). There is no problem in the tranSition to 
quantum mechanics. We give an explicit demonstration 
of the SU(3) structure for a three-dimensional free par
ticle and discuss the problem of the anisotropiC oscilla
tor with noncommensurable frequencies. In particular 
we show that its nondegenerate energy levels may be 
obtained by transformation methods from those of the 
degenerate isotropic oscillator. 

2. LINEAR CANONICAL TRANSFORMATIONS 

Writing the conjugate canonical coordinates (q, p) as 

(I i =0 wI", i = 1, II, !l = 1, II 

jJ;=w"', i=l,lI, 1l=II+l,2n, 

Hamiltonian's equations of motion are 

(2.1) 

W=E 8H (2.2) 
ow 

and the Poisson bracket of two scalars F and G is 
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[F, G]PBW = (:~r E (:~) , (2.3) 

where E is the 2n x 2n sympletic matrix LO
l ~). 

The general linear transformation from coordinates 
w to w is 

w=Sw+r<=w=Sw+ r, (2.4) 

where S is a 2n x 211 (real) matrix and r a 211 x 1 (real) 
column matrix. The condition that (2.4) be canonical is 

(2.5) 

In terms of w, the general quadratic Hamiltonian is 

(2.6) 

in which A is a 2n x 2n symmetric matrix, B is a 2n x 1 
column matrix, and C is a scalar. A, B, and C are co
ordinate free, but may be time-dependent. Under the 
transformation (2.4), H(w) is transformed to Hew) where 

H(w)=i wTAw+1Fw+C 

provided20 

S=EAS -SEA, 

r=EA r+ E B-SEB. 

(2.7) 

(2.8) 

(2.9) 

Equations (2.8) and (2.9) are linear first order systems 
and so possess solutions22 with continuous first deriva
tives provided the elements of the matrices A,A, B, B 
are continuous functions of time over the interval of 
interest. In general S will contain (2n)2 and r (211) ar
bitrary constants. The condition (2.5) imposes some 
constraint on the number of arbitrary constants of S, 
but does not determine them uniquely. 

We note that C and C do not appear in (2.8) and (2.9). 
In classical mechanics this reflects the invariance of 
Hamilton's equations of motion to the transition H - H : 
H = H - C. Quantum mechanically, this invariance is ex
pressed as an arbitrary time phase in the Schrodinger 
wave function. 

3. THE FORM OF H 

In our previous applications of time-dependent linear 
canonical transformations, 13,14,20,21 the signature of 
wTAw and wTAw has been 2n, i.e. the transformations 
have been between attractive oscillator Hamiltonians. 
This restriction is not implicit in any of (2.5), (2.8), or 
(2.9). That it is unnecessary may be illustrated by using 
the simple example of the one-dimensional oscillator 
with Hamiltonian 

(3.1) 

Some possible forms for H and the required transfor
mation matrices are 

(3.2) 

where 

QI = A sinwt + B coswt, f3 = C sinwt + D coswt , (3.3) 
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2w2(AD-BC)=1. 

(ii) H = 0 . 

[
- a, 

S= • 
- i3, 

where 

QI =A COSI..c't + B sinwt, f3 = C coswt + D sinwt , 

w(A D - BC) = 1. 

(iii) H= wPQ 

[ 
_ aewt , 

s= . -wt - f3e , 

where 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

QI =B cosl..c't-A sinwt, f3 =Dcoswl- C sinwt, (3.9) 

w(AD-BC)=1. (3.10) 

(iv) H =P. 

_[ -C<, O'J =[I+CJ 
S- _~, i3 ,r I? ' (3.11) 

where QI and i3 are the same as in (ii), C and k are arbi
trary constants and use has been made of the equivalence 
of Hand (H - C). 

The particular case H = 0 is the one used in the solu
tion of the Hamilton-Jacobi equation. However, the so
lution of Hamilton's equations for (3.1) may be obtained 
from the solution of the Hamilton's equations for any 
H(w) obtained from (3.1) via a canonical transformation. 
Generally H and H are not numerically equal since 

- aF 
H=H+ at , (3.12) 

where F is the generating function of the transformation. 
For a linear transformation F is a quadratic form whose 
coefficients depend upon the elements of S (and r where 
applicable). If S is time-dependent, clearly H oF H. 

4. THE ARCHTYPAL QUADRATIC HAMILTONIAN 

From the foregoing, it is obvious that any quadratic 
Hamiltonian (2.6) is related to 

(4.1) 

by a linear canonical transformation. We term this the 
archtypal quadratic Hamiltonian because it possesses 
the dynamical symmetry group SU(n) as an invariance 
symmetry group. The generators of the group may be 
written down in terms of constants of the motion de
scribed by (4.1) which are quadratic in w. 

Suppose ~ is a time-independent quadratic form given 
by 

(4.2) 

where C is a constant 211 x 211 real symmetric matrix. 
~ is a constant of the motion provided 

[~, H]PBW = WTCTEW= 0, 

i.e., C has the form 

P.G.l. Leach 
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[
U, W] 

c= _ W, U ' (4.4) 

where U is a symmetric and Wa skew-symmetric n x n 

matrix. We define the set of matrices (U ii , Wii ; i = 1, n; 
j=1,n}as 

[Wii]mn= sgn(j - i}(l>;moni - 0imOni). 

Any general C may be written as 

(4.5) 

(4.6) 

(4.7) 

where the scalar coefficients (iii and {3ii are symmetric 
in i and j. 

Writing 

Uij=} W
T

[ U~:, u~J w, (4.8) 

lID ii = } wT [_ O~ii' :ii] W, (4.9) 

we have a set of n2 linearly independent constants of the 
motion which have zero Poisson bracket with H (4.1). 
Since 

(4.10) 

there are n2 
- 1 constants of the motion linearly indepen

dent of H. The U ij are the components of the n-dimen
sional counterpart to the Fradkin tensor.5 The lIDii are 
the components of the angular momentum tensor. 

The above analysis applies equally well to quantum 
mechanics. From the n2 

- 1 constants of the motion we 
may obtain the standard generators of the Lie algebra 
su(n} by suitable linear combinations. Thus for n = 3, 
the generators of SU(3} for the quantum mechanical 
mechanical problem are 

2i3H1 =lffi12 , 

12 H2 = Ull + U22 - 2 U33 , 

4i3E~=lID23+iElffi31 - .\(U 13 +iEU23), 

4v'6 E2e = Ull - U22 + 2iE U12 , 

(4.11) 

in which E and .\ take the values ± 1 independently. The 
H's and E's satisfy the usual commutation relations 
(c.f., Fradkin,5 Gunther and Leach,14 and Sec. 6 for the 
discussion of the free particle). 

5. BEHAVIOR UNDER TRANSFORMATION 

Under the linear canonical transformation 

w=SW+ r~w=Sw+ r, (2.4) 

the Hamiltonian H ( w) which gives a description of the 
motion in wequivalent to that of H(w},(4.1} in w is given 
by 

H(w}=H(w}+ 8F/8t. (3.12) 

In w we also have an expression for H which we write 
as H(w}. Since 
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H(W}=O, (5.1) 
H(w} is a nontrivial constant of the motion described by 
H(w} because H(w} is nonzero. In general [H(w}, H(W}]PBW 
is nonzero unless aF/at has zero Poisson bracket with 
H(w). 

As the transformation from w to w is both canonical 
and nondegenerate, the symmetry group of H(w} is pre
served for H(w}. Suppose the generators of SU(n} for 
H(w} are <IN(W}, N= 1, n2 

- 1 with <IN(w} having the form 

<IN = (ifiUii+ {3filIDii' 
Then 

(i) <IN(W}'<O, 

(ii) <IN(w},< <IM(w}, M,< N , 

(iii) [<IN(w}, H(W}]PB", = 0 , 

(iv) [~M(W}, <IN(W}]PB"' = f:N<IK(W}, 

(5.2) 

(5.3) 

where K, M and N range over the values 1 to n2 
- 1 and 

the f!N are the structure constants, These properties 
are invariant under a linear canonical tranformation, 
(5.4) (i) and (ii) due to the nondegeneracy and (5.4) (iii) 
and (iv) due to the canoniCity of the transformation. For 
example, 

-} - _ { 8 -}t T I 8 -} } [<IM(W,<IN(w}]PBW- 8w <IM(w) El 8w <IN(w 

since SEST=E. 

= { a: <IM(W}} TSEST {88w <IN(W}} 

= f:N<I K(W} 

For every H obtainable from H (4.1) under a linear 
canonical transformation, there exists a constant of the 
motion H(w} possessing the symmetry group SU(n} which 
is thereby a (usually noninvaraince) symmetry group 
characterizing H. Alternatively, any given quadratic 
Hamiltonian may be transformed to the archtypal form 
(4.1) which possesses n2 

- 1 associated constants. In 
the original coordinates, (4.1) and the associated con
stants provide the (noninvariance) symmetry group for 
the Hamiltonian. 

We emphasize that these results apply equally well to 
quantum mechanics when the usual conventions are ob
served. We note that the definitions of H and the <I N are 
already symmetric in the products of w" and wv. 

6. THE FREE PARTICLE AND SU(3) 

In three dimensions, a free partic Ie has the Hamil
tonian 

where p is a three-vector. The archtypal form 

H=t (p2+Q2 ) 

is obtained by the transformation 

in which 
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a==Acost + Bsint, j3==Ccost +Dsint. (6.4) 

The transformation (6.3) is canonical provided the con
stant 3 x 3 matrices A, B, C, and D satisfy 

ACT=CAT, BDT==DBT, AnT _CBT=I. (6.5) 

In particular we may set 

A=I, D=I, C=O, B=O, (6.6) 

so that the transformation matrix is 

s=[ Icost, -ItCost+ISint]. (6.7) 
- I sint, It sint + I cost 

Applying the transformation (6.3) to the generators of 
SU(3) given in (4.9), in the (q,p) coordinates we obtain 
the quantum mechanical generators 

213H1 ==q1P2 - q2P1 , 

12 Hz = qi + q~ - 2q; + (1 + t2
)( pi + P; - 2p;) 

- 2t(q1P1 + q2P2 - 2q3P3) , 

413E~ = q2PS - q3P2+ iE(q3P1 - q1P3) 

:- >..{q1q3+ (1+ t2)P1P3 - t(Q1P3+ P1Q3)} 

- i Adq2q3 + (l + t2)P2P3 - t(Q2P3 + P2Q3)} , 

4I6E2.==Qi - Q;+ (1+ t2)(pi - p;) - 2t(Q1P1- Q2P2) 

+ 2idq1q2+ (1 + t2)P1P2 - t(QlP2+ P1Qz)}' 

(Note that there is no necessity to write H2 or Eze in 
symmetric form since iii terms cancel.) 

Using these generators we directly confirm the SU(3) 

W~/2 COS(W1 - l)t, 

0, 

0, 0, 

0, 

commutation relations, viz. 

[HUH2] =0 , 

[Hu E~J == En (213)"1 E!, [H2' E~] = EAn(2)"1 E~, 

[Hu E2.] == E Ii (13)"1 E2., [H2' E2El = 0, 

[E~,E:~J=O, [E~,E2.]==0, 

[E;, E~.] == E n(213t1H1 + EAn (2)"lH2 , 

[E~, E~~] = - E>..Ii(I6)"1E2., 

(6.9) 

[E;, E_2.] = E >..Ii (16)"1 E:;, [E2 ., E_2.l = E n (13)"1Hl . 

The invariant for the motion is 

I = ~ [ Qi + Q; + Q~ + (I + t2
)( pi + P; + P;) 

- t(QlPl + P1Q1 + Q2Pz + P2Q2 + QS P3 + P3Qs)] (6.10) 

and, as has been directly demonstrated, I possesses the 
dynamical symmetry of SU(3). As allat is nonzero, I 
does not commute with H and so SU(3) is a noninvariance 
symmetry group for H (6.1). 

7. THE ANISOTROPIC OSCILLATOR: 
NONINVARIANCE GROUP 

The three-dimensional time-independent anisotropiC 
oscillator has the Hamiltonian 

H==~~ (p~+w~Qj)' (7.1) 

It is transformed to the archtypal oscillator Hamiltonian 
by the linear canonical transformation with coefficient 
matrix, 

I -1/2' ( l)t I - W 1 Sln w1 - , 0, ° 
° I 0, 

! 
0, 0, W1/ 2COS(W -l)t! 

3 3 I ° , 0, 

S = - - - - - - -- - - - - - - - - - - - - - - - -1- - - - - - - - - - - - - -

0, 0, I 
I W~1!2COS(W1 -l)t, 0, ° 

° 
0, ° , I 

1 

0, 0, W 1 / 2 sin(w _ l)t 1 
3 3 I 

The transformed Hamiltonian 

H=!:. :t (P~+ Q~) 
2 i=1 

(7.3) 

is isotropic and exhibits the full degeneracy associated 
with SU(3). This degeneracy is associated with the ex
pression for li in the (q, p) coordinate system which is 
the quadratic invariant 

(7.4) 

I (7.4) commutes with H (7.1). The constants of the mo
tion which provide a basis for the generators of the 
SU(3) group of I are 

(7.5) 
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0, 

0, 0, 

(7.2) 

Iij= (WV2W}/2qjqj + Wi1/2w;t/2pjpj) cos(w
j 

_ 0..lj)t 

+ (W~/2wjl/2qiPi - W?/2W}/2Qjp) sin(w
i 

_ w)t, 

(7.6) 
L ji == - (w~ !2W~/2q i q j+ Wi1l2wjl / 2p jp) sin(w

j 
_ w)1 

+ (wi /20..1j1 / 2Q jP i - wi1 /2W}/2Q jp;) cos( Wj _ Wj)t 

(no summation on either i or j in (7.5- 7). Although 
(I Ii' H] is zero, 

(7.7) 

[Iii' H] == -i n (Wi - W)Lji' (7.8) 

[Llj,H]=in(wi-w)Iij" (7.9) 

Thus the SU(3) basis for I does not provide a like basis 
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for H. 

We point out that this does not exclude SU(3) from be
ing the symmetry group for the anisotropic oscillator, 
but it does exclude the possibility of a quadratic basis. 
When the ratios of frequencies are rational, the sym
metry group exists both classically and quantum me
chanically.7,l7 When the frequencies are incommen
surable the classical generators involve irrational 
powers. 6 Although considerable progress has been 
made in constructing consistent quantum mechanical 
operators when the powers are rational/8 irrational 
powers as yet defy description. In this case it is possi
ble that a consistent quantum mechanical discussion of 
the operators is not possible. 

8. THE ANISOTROPIC OSCILLATOR: ENERGY STATES 

The effect of a linear canonical transformation on the 
Schrodinger wavefunction is well established.l9,23 Un
der the transformation 

(8.1) 

we have 

I/J (q, t) = i:dQK I (q, Q, t)~ (Q, t) , (8.2) 

where the kernel KI (q, Q, I) is given by 

KI(q,Q,f)=(21TtNI2IdetS21-1/2exp{iFl(q,Q,f)}, (8.3) 

2F, (q, Q, t) = -QTSfSIQ- qTsisfq+ 2QTSJq, (8.4) 

provided S2 is nonsingular. If S2 is singular, the ex
pression for KI may be written in an alternate form. 
For our discussion this is not the case and (8.3) with 
(8.4) suffices. 

The energy levels of the motion described by I/J (q, t) 
may be calculated without the form of iJ· (q, f) being 
known since 

x { ifn(Q' , f) :, KI (q, Q' ,t) 

( Q' ) ~ --; (Q' )l +Kl q, ,l at iJn ,t (. (8.5) 

For the anisotropic oscillator, KI (q, Q, t) may be con
structed from (7.2) and ifn(Q, t) is the Schrodinger wave
function for the isotropic oscillator. It is merely a 
matter of persistent calculation to show that 

for 

(8.7) 

Thus, when Wl' W 2 , and W3 are noncommensurable, non
degenerate energy levels are obtained even though the 
energy levels of /f! are degenerate. 

It may have been observed that we wrote the kernel of 
(8.2) as K, (q, Q, t) which was expressed in terms of an 
FI (q, Q, f). This is not usually done in the literature 
(cf. Boon and Seligman23). We do this to emphasize 
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that classically the function FI (q, Q, t) is the generating 
function of the first type for the canonical transforma
tion from H to H. Should we so desire, the other gener
ating functions may be used to construct a kernel. Then 
we may transform wavefunctions from momentum to co
ordinate, coordinate to momentum, and momentum to 
momentum representations in (Q, p) and (q, p), respec
tively. Thus 

I/J(q, t) = J~ro dPK3 (q, P, t) ($(P, f), 

¢(p, f) = J~ro dQK2 (p, Q, t) iP (Q, t), 

¢(p, t) = J~ro dPK4 (p, P, t)($(P, t). 

9. COMMENT 

(8.8) 

(8.9) 

(8.10) 

We have restricted the present discussion to quad
ratic Hamiltonians, quadratic invariants, and linear 
transformations for two reasons. Firstly the theory 
has a particularly elegant form and secondly there is 
no difficulty in the transition to quantum mechanics. 
For every quantum mechanical problem described by a 
quadratic Hamiltonian, the group SU(n) may be asso
ciated in at least a noninvariant way. 

It would appear that the wavefunction and energy lev
els for any such Hamiltonian may be obtained via (8.2) 
and (8.5) from the archtypal quadratic Hamiltonian. 
This is certainly the case when the signature of the 
quadratic part of the Hamiltonian is 2n. However, when 
(8.5) is applied in the case of a free particle Hamilton
ian a quadratic function of time is obtained. Evidently 
the transition from classical to quantum mechanics im
poses some constraints on the validity of the application 
of (8.2) and (8.5), a feature which has been noted in a 
different context by Kennedy and Kerner. 24 The nature 
of these constraints will be the subject of further in
vestigation. 

Another worthy area of investigation is the applica
bility of the ideas used here to general Hamiltonian 
systems. It has been painted outl6 that classically every 
2n-dimensional Hamiltonian may be transformed to any 
other 2n-dimensional Hamiltonian by a suitable canoni
cal transformation. If the canonical tranformation is a 
point transformation, the transition to quantum mechan
ics is always possible. 25 However, in the more general 
case, the extent to which such results may be applied in 
quantum mechanics will be determined by whether or not 
the quantum mechanical operators in the different coor
dinate systems are uniquely related. 
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u. Cattaneob) 

Fachbereich Physik, Universitiit Kaiserslautem, D-6750 Kaiserslautern, Germany 
(Received 4 April 1977) 

It is shown that all continuous unitary/antiunitary projective representations of a Polish group G, with 
the same subgroup of elements represented into the projective unitary groups, arise from continuous 
unitary/antiunitary (ordinary) representations of a topological group (called a splitting group) obtained 
from an extension of G by an Abelian topological group. Moreover, there exists always a splitting group 
which is "minimal" in some well-defined sense (a representation group). A sufficient (resp. a necessary 
and sufficient) condition for the existence of a Polish (resp. of a second countable locally compact) 
representation group is given. 

r. INTRODUCTION 

The theory of continuous unitary/antiunitary projec
tive representations (CUAP-reps) of topological groups 
on a separable complex Hilbert space ,p has a deep 
physical motivation in Wigner's approach to symmetries 
of quantum mechanical systems. 1-3 In some sense, it 
is rooted into the foundations of quantum mechanics 
(Ref. 4, Chap. IV, Sec. 14). Nonlinearity is an essen
tial feature of CUAP-reps: The group elements are 
represented by bijective mappings of P(,p) (the projec
tive space deduced from ,p) into itself which belong to 
the projective unitary / antiunitary group PUUA (,p) (or, 
in physical terms, which preserve transition probabil
ities). However, it is possible to "linearize/ antilinear
ize" CUAP-reps in many ways. Two methods were 
analyzed in Ref. 3 for the case where the group G con
Sidered is Polish, i. e., is a second countable topologi
cal group which is metrically topologically complete 
(or, what amounts to the same, has a Polish underlying 
topological space). 

The first alternative is to lift the CUAP-reps of the 
Polish group G to Borel unitary / antiunitary multiplier 
representations (BUAM-reps) of the same group C. The 
multiplier representations are sometimes also called 
"projective representations"; they emphasize the more 
striking characteristic of the theory of projective rep
resentations, namely the occurrence of multipliers, 
The study of multipliers leads us, following Mackey, 5 

to the second alternative: Every BUAM-rep of C such 
that the elements represented by unitary operators 
constitute a fixed subgroup N of C of index I or 2 can 
be derived from a continuous unitary/antiunitary 
(ordinary) representation (CUA-rep) of a Polish group 
C':" obtained from a topological extension of C by U(l), 
where If is a Borel multiplier for (C,N). Actually, we 
must consider a collection of such extension groups, 
one for each equivalence class of multipliers. 

In the present paper, we investigate, again for a 
Polish group C, a third alternative modeled on the one 
put forward originally by Schur in his fundamental 
works on (linear) projective representations of finite 
groups. 6,7 Explicitly, we look for a topological exten-

a) Supported by the Deutsche Forschungsgemeinschaft. 
b) Present address: Institut de Physique, Universit€ de 

Neuch5.tel, CH-2000 Neuchatel (Switzerland). 

sion of G such that all CUAP-reps of G with the same 
subgroup N of elements represented into the projective 
unitary groups can be derived from CUA-reps of the 
group obtained from the extension. The difference with 
the second alternative recollected above is that now 
only one extension group is required in order to give 
all CUAP-reps of C with the same subgroup N, In Sec. 
II, we show that such a group [a "splitting group for 
(C, N)"] always exists and that, in addition, there is one 
which is in some sense "minimal" [a "representation 
group for (C,N)"]. The question (already delicate for 
finite groups) of the uniqueness of a representation 
group for (C,N), up to topological group isomorphisms, 
is not studied in this article. The representation group 
constructed in Sec. II is not, in general, Polish. Thus, 
we are faced with the problem if there exists a Polish 
(resp, second countable locally compact if so is C) 
representation group for (C,N). In Sec. III, we give a 
sufficient condition for the pxistence in the case where 
C is Polish and a necessary and sufficient condition in 
the particular case of C second countable locally com
pact. The results of the previous sections are applied 
in Sec. IV to some relevant types of Polish groups. 
Quasifibered extensions are briefly considered in Ap
pendix A and the exactness of the inflation-restriction 
sequence, in a particular case, is proved in Appendix 
B, 

The notations, definitions, and results of Ref. 3 
(about unitary / antiunitary projective representations), 
of ReL 8 (about cohomology of groups), and of Ref. 9 
(about "locally continuous Borel cochain complexes") 
are used throughout the paper, with the convention that, 
unless otherwise specified, every group C considered 
is written multiplicatively and its neutral element is de
noted by ec (as in Refs. 3 and 9). In particular,,p 
(resp, ,p') is always an arbitrary separable complex 
Hilbert space, 51 is the group homomorphism of UUA (,p) 
onto PUUA{~) defined in Ref. 3, Subsec. II. I, and PN is 
the operation of C on U(l) defined by Ref, 3, (II. 8). 
Moreover, we denote by I the trivial operations and, if 
(E, p) is an extension of a group C by an Abelian group 
A and a is a normalized section associated with p, fa is 
the factor set of (E, p) defined by a, The symbol A'l'fC, 
where C is a group, A'l' is a C-module, andf E Z 2(C,A'l')' 
stands for the group of all ordered pairs (a,g) (a E Ai 
g E C) with the multiplication defined by 

(a,g)(a',g') = (a (\}I(g)a')f(g ,g'),gg'). 
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By a character of an Abelian topological group A we 
mean a continuous unitary character, i. e., a contin
uous group homomorphism of A into U(1). If A is a 
group without topology (an "abstract group"), we con~ 
sider it tacitly as topological in an obvious way, name
ly as a discrete group. The Abelian group of all charac
ters of A (with the pointwise multiplication) is denoted 
by A, and we say thaL4 separates points if, for each 
pair a, a f of distinct elements of A, there exists X E A 
such that x(a)*x(a'). The symbol 7 is used, when a 
group topology is <\,efined on A, to denote the cano~ical 
mapping of A into A, i. e., the mapping of A into A such 
that 7(a){x>=x(a) for all aEA and all X EA. 

II. SCHUR'S THEORY 

In his first paper on projective representations, 6 

Schur showed that if G is a finite group, there exists a 
central extension (E, p) of G by a finite Abelian group 
such that, for each projective representation v of G on 
the projective space P(V) deduced from a finite-dimen
sional complex vector space V [i. e., for each group 
homomorphism v: G - PGL(V)], we can find a linear 
representation w of E on V (i. e., a group homomor
phism w : E - GL(V)], making the following diagram 
commutative: 

E _..-::;IU __ • GL (V) 

~ p ~ A 
G i; ~ PGL(V). 

(II. 1) 

Here A is the canonical mapping corresponding to Q. 
The group E (which is a "splitting group for G" in the 
terminology borrowed from Moore10

) was called a "suf
ficiently supplemented group" ("hinreichend erganzte 
Gruppe") by Schur, who showed in addition that there 
always exists a "representation group" ("Darstellungs
gruppe") for G, namely an E of minimal order. The 
same result is valid with PUUA (.\) instead of PGL(V) 
and UUA (.\) instead of GL(V), but then the extension is 
not always central (Ref. 11, Theorem 4). Our goal is 
now to enlarge this to Polish groups and eUAP-reps. 

Let G be a Polish group, let N be a closed normal 
subgroup of G of index 1 or 2, and let A be an Abelian 
Hausdorff topological group. The operation CPN of G on 
A such that, for each a E A, 

CPN(g)a ==a if gEN 

and (II. 2) 

CPN(g)a==a-1 ifgEG-N 

is topological, and so A~N is a Hausdorff topological G
module. From now on, CPN will stand for this operation, 
the groups G and A conc~rned being clear from the con
text. Notice that, if X EA, we have 

<l>N(gJx (a) =X (CPN(g)a) 

for all gE G and all a EA. 

(II. 3) 

Now let (E, p) be a topological extension of G by A~ 
and suppose that there exists a normalized section a [s
sociated with p which satisfies the follOWing conditions: 

(SG 1)Q oW oa is continuous for every eUA-rep w of 
E o~.f> satisfying w(a) = X (a)Idf> for all aEA, with some 
XEA, and E u(W)=p-l(N). 
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(SG 2) There exists a mapping "U : X I-"UJ( of A into 
e1(G, U(1)~ ) such that, for each X EA, <x a !0)6"IJx 
EZ~(G, U(1~~ ) and, if v is a locally continuous BUAM

N 
rep of G on ~ with Gu (v) =N and multiplier <x a !a)r'J"Ux , 
the mapping 

(II. 4) 

of E into UUA (.\) is continuous. 

Notice that X ofa E Z2(G, U(1)~ ) by virtue of (II. 3). 
~N 2 

The mapping X I- (X ofo)oux of A into Z B(G, U(1)~ ) pass-
es to the quotient to define a mapping .N 

(II. 5) 

of A into H~(G, U(1)~ ) which we denote by y;'u. We 
tacitly understand th~t the groups H~(G, U(1)~ ) and 
HMG, U(1)~) are identified by means of y* (lef. 9, 
Proposition 2). 

For each eUA-rep w of Eon .t) satisfying Eu(w) 
=(l-I(N) and w(a) =x(a)Id~ for all a EA, with some X 
EA, we have 

w(a(g»w(a(g')} = X (fa(g ,g'»w(a(gg'», 

for allg,g' in G. Hence Qowoa is a eUA[(Xo!a)6Ux ]
rep of G on P(.f» with Gu(Q ow 0 a) =N. Now we assume 
that 

(SG3) The mapping y;'U of A into H~(G, U(1)~ ) defined 
by (II. 5) is surjective (resp, bijective)" N 

Thus, if M EZ~(G, U(1)~ ) and v is a eVA[M]-rep of 
G on P(.\) with Gu(V) =N, ~e can choose X EA such that 
<x °fa)6ux E [M]. By Ref. 9, Lemma 1, there exists a 
normalized locally continuous Borel section L: asso
ciated with Q such that v = L: 0 v is a (locally continuous 
Borel) lifting of v with multiplier (X ofa)6vx. Let w be 
the mapping defined by (II. 4); it is a eVA-rep of E on 
.\) with Eu (w) =: p -1 (N) because 

w(aa(g»w(a'a(g')) 

= X (a)(<I> N(glx (a '}}X (fu(g, gl) lux (gg')v (gg') 

=w (a(CPN(g)a')!u(g, g')a(gg')) 

for all a, a' in A and all g,gl in G. So we are led to the 
follOWing definition" 

Definition 1: Let G be a Polish group, lpt N be a 
closed normal subgroup of G of indp-x 1 or 2, lp-t A~ 
be a Hausdorff topological G-module such that A N 

separates points, and let (E, p) be a topological exten
sion of G by A~ • Then E is said to be a splitting 
(resp. represdtation) group for (G,N) [or, alternative
ly, (G,N) is said to admit a splitting (resp. represen
tation) group E] if there exists a normalized section a 
associated with p such that, for each separable complex 
Hilbert space.tl, the conditions (SG1), (SG2), and (SG3) 
written above are satisfied. 

The continuous open mapping p of Definition 1 is 
called the splitting projection of E (onto G), the mapping 
a a splitting section of E (or, alternatiVely, a splitting 
section associated with p), and the group A the splitting 
kernel of E. If N = G, we say simply that E is a split
ting (resp. representation) group for G. Notice that E 
is Hausdorff. 
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Let G,N,A~ be as in Definition 1 and let (E,p) be a 
quasifibered e~tension of G by A ~ N (cf. Appendix AL We 
can select a normalized section 0 continuous at ec as
sociated wi~h p; furthermore, there exists a mapping u 
: X I- Ux of A into e1(G, U(I)q, ) such that, for pach X 

A N 
EA, VX is continuous at ec and (X %)l5vx E Z1(G, U(I)q, ) 
(Remark of Appendix A), for X ° fa is regular at ee be- N 

cause so is/oo The mapping y'I;u of A into H1(G, U(l)q, ) 
defined by (IL 5) is then a group homomorphism which

N 

is actually independent of 0 and v, provided they are 
chosen as aboveo In the following, we shall denote it 
simply by YBo Hence E is a splitting (resp. representa
tion) group for (G,N) with splitting section 0 if and only 
if the following condition is satisfied: 

(SGQF
) The mapping YB of A into H1(G, U{I)q, ) is a 

surjective (resp. bijective) group homomorphi'i,m. 

Indeed, the continuity of no 11' ° 0 and of the mapping 
(II. 4) follows from the continuity of a and Ux at ee, and 
from the local continuity of v. The splitting group E 
just considered is said to be quasifibered, and in par
ticular jibered if (E, p) is a fibered extension. 

A Polish splitting group is quasifibered. On the other 
hand, let (E, p) be a topological extension of a Polish 
group G by a Polish G-module A~N. Then any normalized 
Borel section a associated with p satisfies (SGl). In ad
dition, (SG2) is satisfied with U x (g):= 1 for all X c A and 
all g E G, so that YB is simply the group homomorphism 
X I--[X ofal (Proposition A. 2). Therefore, the Polish 
group E is a splitting (resp. representation) group for 
(G,N) with splitting section a if and only if A separates 
points and (SGQF

) is satisfied. Since Y B:= trgk (cf. Ap
pendix B), we have also that, if A separates points, E 
is a splitting group for (G,N) if and only if inf1 is a 
trivial group homomorphism and that E is a represen
tation group for (G, N) if and only if inf1 is trivial and 
inf1 is bijective (Corollary to Proposition B. 1). 

Remar}z 1: If the groups G,A above are assumed to 
be second countable locally compact, then so is E, 
and A separates pointso The foregoing discussion on the 
meaning of the inflation-restriction sequfmce in the 
theory of eUAP-reps makes the junction with the work 
of Moore, 10 who studied second countable locally com
pact representation groups for G (10 e., with N:= G) and 
"splitting groups", these however in a more general 
setting 0 

Remark 2: If G is a finite group, every extension of 
G by a Hausdorff topological G-module is trivially 
fiberedo Definition 1 is really a generalization of 
Schur's definition, for in the case of projective repre
sentations of G on P(V) considered above, condition 
(SGQF

) translates into the requirement that the group 
homomorphism X I--[xojol of Z1(A,C,j) into H2(G,e,j) is 
surjective (resp. bijective), where C* is the multiplica
tive group of C. This is necessary and sufficient in or
der that E be a splitting (resp, representation) group 
for G (Ref, 12, Proposition 1. 4). 

Dejinition 2: Let G be a Polish group, let N be a 
closed normal subgroup of G of index 1 or 2, and let 
E be a splitting group for (G,N) with splitting projection 
p. A eUA-rep U' of E on .t'l is said to be split if there 
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exists Xw E (Kerpt such that U! (a) =Xw(a)Id .t'lfor all a 
E Kerp. 

The following result was already proven above, be
fore Definition 10 

PrOj)osition 1: Let G,N be as in Definition 1, let E be 
a splitting group for (G,N) with splitting projection p, 
and let 0 be any splitting section associated with p. 

(i) For each eUAP-rep v of G on P(~) with Guru) =N, 
there exist a locally continuous Borel lifting I' of v and 
an element X of (Kerpt such that the mapping 1P defined 
by (II. 4) is a split eUA-rep of E on .t'l with Eu()!') 
:= p-l (N). 

(ii) For each split eUA-rep N' of Eon .t'l with Eu(u') 
:=p.1(N), the mapping v=[2oU) ofJ is a eUAP-rep of G 
on P(.t'l} with Gu(V') =N. 

Renwrk 3: By Proposition 1, we have the commuta
tivity of the diagram 

l-Tx~r'" '1~1' (II. 6) 

1-- U(1 )~UUA (.t'l)---R....-PUUA (.t'l)--l, 

where 1 is the canonical injection, I' is the injection ?; 
I-- ?;Id.\), and XU! is as in Definition 2. The right-hand 
side of this diagram is the pendant of (lL 1), 

Remark 4: From Proposition 1, we also infer the 
following analog of Ref. 3, Theorem 2': A mapping 
iJ. : G x G - U(l) is a (G,N,.t'l ),,-multiplier if and only if 
there exists a split eUA-rep U' of E on ~ such that 

J.1. E [(Xw ofcr)l5vxw](modB~(G, U(l)q,.,,)}. 

Proposition 1 affirms that, if llbuA(E,p-1(N).t'l) is the 
set of all split eUA-reps U! of E on.t'lwith Eu(w) :=p.1(N) 
andlll cuA (G,N,.1)} is the set of all eUAP-reps v of G on 
P(.t'l) with GuCu):=N, there exists a surjection 

71c:1I hA(E, p.l(N),.1)-.1)CUA(G,N,.1), 

defined by 71c(II'):= [201/' 00, As we did already for the 
mappings of Ref. 3, Theorem 3', we do not specify 
the dependence of 71c on.1)o Actually, 71c is independent 
of the splitting section 0 and is compatible with the 
equivalence relation Res defined in II hA(E, p.1(N).t'l) by 
similarity, when pseudoequivalence (and then equi
valence and similarity) of split eUA-reps are defined as 
follows, in concordance with the corresponding defini
tions for UAM-reps (Ref. 3, Subsec. II, 2): 

Two split eUA-reps, It' on ~ and w' on~', of a 
splitting group E for (G, N) are said to be pseudoequiva
lent if there exists a unitary or anti unitary mapping V: 
.t'l -.t'l' and a mapping v: E - U(l) such that 

v(x)V oU'(x) =1I"(x)o V (II. 7) 

for all x E E. They are said to be equivalent if v(x) = 1 
for all x E E and similar if.t'l' = ~ and V = Id)), 

Pro/Josition 2: Let E, G,N, P be as in Proposition 1, 
and let w, u" be split CUA-reps of E on .t'l and ~', 
respectively, such that Eu(w) =Eu(w') = p-1(N). 

(i) The equivalence (resp. the equality) of the eUAP
reps 71e(W) and '/]e(UJ') is a necessary and sufficient con-
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dition for the pseudoequivalence (resp. for the SImI
larity) of tv and w'. For w to be irreducible, it is neces
sary and sufficient that 17c(W) be irreducible. 

(ii) The mapping 

1]Cq : 1\ hA (E, p-l (N), .p)/Rcs -.pcu A(G,N, .p), 

deduced from 17c by passing to the quotient, is bij ective. 

Proof: Let a be any splitting section associated with 
p. 

(i) The necessity of the given condition is proven by 
the same argument used for {)(v) and {)(v') in Ref. 3, 
Theorem 3(0. To prove the sufficiency, suppose that 
7)c(w) and 7)c(w') are equivalent (resp, equal) and satisfy 
ReL 3, (no 4), where v =1]c(w) and v' = 17c(zo'); then there 
exists a mapping v' : G - U(l) such that 

v'(g)Vow(a(g»=lc'(a(g»o V (II. 8) 

for all gE Go Now we define a mapping v: E -U(l) by 

v(aa(g» = v'(g)l?v(Xw(a» Xw' (a), (n.9) 

where kv(xw(a» =Xw(a) if V is unitary and l?v(Xw(a» 
=Xw(a) if V is antiunitary. By virtue of (II. 8) and (n.9), 
we have 

v(aa(g» V oldaa(g» =11"(aa(g» 0 V 

for all a E Kerp and all gE Go 

(II. 10) 

Since II' is irreducible if and only if l/? I u(G) is irre
ducible (in an obvious sense), the proof of the assertion 
about irreducibility is as in ReI, 3, Theorem 3(i). 

.tl (ii) We have only to prove that fJ Cq is injective; so we 
suppose there pxist two split CUA-reps w,w' of Eon 

such that Eu(u') =Eu (lI") =p-l(N) and 7]c(u')=7]c(u")o 
This implies (II, 8), and consequently (lio 10), with.p' 
=.p, V = Id.po. 

We shall now establish (by construction) the existence 
of a representation group (and hence, a fortiori, of a 
splitting group). We start by introducing some 
terminology. 

Let G,N be as above and let PB (resp. Po) be the can
onical mapping of Z~(G, U(l)<I» [resp. of Z~(G, U(l)<I>N i ] 
onto H1(G, U(l)<I> ). By a (G,Nh-selector [resp. by a 
(G,N)b-selectorJwe shall mean a section associated 
with P B (resp. with Po) which in addition is a group 
homomorphism, Any such section s determines a sub
group s(H~(G, U(1)<I») of Z~(G, U(l)<I>N) which we denote 
simply by s (H~). Obviously, every (G, Nh- selector is a 
(G,N).-selector. Let evs(g,g') be the evaluation mapping 
of s(H1) at (g,g')E G><G, i.e., the mapping of s(H1) in
to U(1) given by 

evs(M.)(s([fl]»=S([fl])(g,g') [fl EZ1(G,U(l)<I> )]. 
N 

If s (H~) is endowed with a group topology such that 
evs(g gO) is continuous for all g,g' in G, then evs(g g') 
Esai~rand we denote by evs the mapping of GXG into 
s (H1r defined ~ evS(g,g') = evs(g,g')o Obviously, 
ev'(g,g') E s (H1) for all g,g' in G when s (~) is a dis
crete groupo It is easy to check that evs E Z2(G, s (H~); ), 

2 ~ 2 ~ N 
where we have written S(HB)~N for (S(HB) )~N' Notice 
that, if s (H~) is a discrete group, the compact open 
topology on s (H1f coincides with that of pointwise con-

455 J. Math. Phys., Vol. 19, No.2, February 1978 

vergence and makes s (H~t into a compact (Hausdorff) 
group. 

Proposition 3: Let G be a Polish group, let N be a 
closed normal subgroup of G of index 1 or 2, and let 
s be an arbitrary (G, Nh- selector. If s (H~( is equipped 
with the topology of pointWise convergence, there exists 
a unique topology on s (~); evsG making it into a 
fibered representation grOl/P for (G,N) with splitting 
projection pr2 and a locally continuous splitting section 
u:g t- (eS(H~)·,g)o 

The assertion is meaningful by virtue of the following 
lemma. 

Lem /II a : If G and N are as in Proposition 3, then 
there exists a (G,N)B-selector. 

Proof: It is enough to show that B~(G, U(l)<I>N) is 
divisible: The existence of a (G ,N) B- selector follows 
then because the extension (Z1(G, U(l)<I>N),PB) of 
H1(G, U(l)<I> ) by B~(G, U(l)<I> ) is inessential (Ref, 13, 

N N 
Corollary 11, 4), lvlutatis mutandis, the proof of the 
divisibility is the same as in Ref. 10, Lemma 2.1. • 

Proof Of Proposition 3: We define a topology on 
s (H~): evsG by taking the set {u, x VK } as the nbd filter 

N 
(neighborhood filter) of the neutral element, where 
{U,} and {VK} are, respectively, the nbd filters of the 
neutral elements of s (H~)~ and Go The nbd filter of any 
other element is obtained by translation, Since the 
operation <PN is topological, this topology makes 
(s (H1); evsG, pr2) into a fibered extension of G by 
s (H~); ~ provided evs is a locally regular element of 

2 N 2 • ) ) ZI(G,s(HB)~N (Ref. 14, Sec, 4. This is the case, for 
the mapping 

(g ,g') I- evS(g,g')(s ([/1 j)) = S ([fl ])(g ,g') 

of G x G into U(l) is locally continuous as well as locally 
regular (Ref. 9. Corollary 2 to Proposition 3) for all 
fl E Z1(G, U(l)<I> ). Furthermore, evs is the factor set 

IV 

defined by a, and a is locally continuous. In fact, let V 
be a symmetric nbd of e G such that evs is continuous in 
VX V and let (g).) be an arbitrary net of elements of G 
converging to g ~ V. Then, since a is continuous at eG, 

lima(g).) = lim(evS(gMg-1 )U(glg-t )a(g-t )-1) 
A ). 

=a(g). 

The topology is unique because the identity mapping of 
s (H~); evsG is a homeomorphism for all group topolo
gies OJ!!. s (H1); evsG making a locally continuous. Since 
s (H~r is comPact, s (H~)::: separates points. It remains 
to show that condition (SGQF

) is satisfied. By Pontryagin 
duality, the elements of s(H1)~ are of the form 
7(s([fl]», where fl EZ~(G, U(l)<I> ); hence YB is bijective, 
for N 

(11.11) 

In the case, studied by Schur, of projective repre
sentations of a finite group G, there exist, in general, 
different nonisomorphic representation groups for G. 
However, the corresponding splitting kernels all are 
isomorphic (Ref, 6, Sec, 3). It is obvious that also in 
the case of CUAP-reps of Polish groups we are con
fronted with the existence of nonisomorphic representa-
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tion groups. For what concerns the splitting kernels, 
we generalize Schur's result as follows. 

Proposition 4: Let G,N be as in Proposition 3 and 
suppose (G,N) admits a quasifibered representation 
group with splitting projection p. For each (G,Nh-selec
tor s, the mapping zs of Kerp into s (H1( such that 

(II. 12) 

for all Il E: Z1(G, U(l)~N) is a continuous injective group 
homomorphism with dense image if s(H~r is endowed 
with the topology of pointwise convergence, 

Proof~ One sees at once that Is is a group homo
morphism which is continuous because so is the map
ping a t- (yil ([Il])) (a) of Kerp into U (1) for all Il 
E: Z~(G, U(l)~N)' Since (Kerpf separates points, it fol
lows from (II, 12) that a =a J whenever a, a' are in Kerp 
and satisfy zs(a) = zs(a'), Now l",t (Imzst denote the ortho
gonal of Im1s , 1, e" the subgroup of all elements X of 
s (H1)::: such that X I Imzs is the constant function with the 
value L If X is an arbitrary element of (Imzs )\ we have 

x(zs(a» = (iil(Pb(T-1(x))))(a) = 1 

for all a E: Kerp; hence X is the constant function with 
the value 1. By virtue of ReL 15, Chap. II, Sec, 1, 
Corollaire 1 to Theoreme 4), 

cl(Im~s) = (T-1«Imzst)t =5 (H1(, 

where cl stands for "closure" and all character groups 
are equipped with the compact open topologies.-

Remark 5: The ordered pair (s (H1r, 1s) supplied by 
Proposition 4 is the Bohr compactification of Kerp (as 
solution of a universal mapping problem). 16 Indeed, let 
a(Kerpr denote the group (Kerpr equipped with the dis
crete topology and put (s oYB)"! =~. Then ~ is a topologi
cal group isomorphism of s(H~) onto a(Kerpr and so is 
its dual 

~: Gt(Kerp)~)~- S(H~)A 

(with the compact open topologies). As 1s = ~ 0 T a, where 
Ta is the canonical mapping of Kerp into <.t(Kerprr, our 
assertion follows from Ref. 17, Theorem 2. 

III. POLISH AND LOCALLY COMPACT 
REPRESENTATION GROUPS 

In the study of CUAP-reps, the existence of Polish 
representation (or, at least, splitting) groups is ob
viously desirable, However, the (fibered) representa
tion group for (G, N) constructed in Proposition 3 is, 
in general, not Polish and not even metrizable. Indeed, 
it is Polish (resp, metrizablp) if and only if the compact 
group 5 (H~r is metrizable, i. e" if and only if 
fi2B (G, U(l}~ ) is countable (Ref. 15, Chapo II, Sec. 2, 
Exercice If. Furthermore, Moore has given an exam
ple of a second countable locally compact group G 
which does not admit a second countable locally com
pact splitting group for G (Ref. 10, Chap. III,3). In this 
section, we shall find conditions for the existence of 
Polish (and, in particular, second countable locally 
compact) representation groups, 

Proposition 5: Let G be a Palish group and let N be a 
closed normal subgroup of G of index 1 or 2, Suppose 
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that we can find a (G,Nh-selector 5 and a group topo
logy on s (H1) satisfying the following conditions: 

(1) evs(g,g') is continuous for all g,g' in G; 

(2) s(H~r can be endowed with a topology finer than 
that of pointwise convergence and making it into a 
Polish group P; 

(3) the canonical mapping T of s(H~) into P is a 
group isomorphism. 

Then there exists a unique topology such that 
PIP ev"G, equipped with this topology, is a Polish repre

II 
sentation group for (G,N) with splitting projection prz 
and a Borel splitting section a:g ~ (ep,g), 

Proof: Let 5 (H~); denote the group s (H~)~ endowed 
with the topology of pointwise convergence. Then 
s(Ht); is a Lusin space by virtue of assumption (2) 
(Ref. 18, TG IX, Sec. 6, Propo 11), hence fully 
LindelOf (Ref, 19, Chap, III, Sec, 1, Theorem 2), It 
follows that the Borel structure generated by its closed 
sets is the coarsest Borel structure on s (H1) A making 
Borel all the mappings 

X ~X(S([Il])) (Il E:Z~(G, U(l)'!!N» 

of s(H~r into U(l) (Ref. 19, Chap, IV, Sec. 3, Theorem 
4). Thus, taking account of (1), we have that ev

s is a 
Borel mapping of GXG into s(H~);. On the other hand, 
thp identity mapping of s(H~); onto P is Borel (Ref. 18, 
TG IX, Sec. 6, Prop. 14), hence ev" is Borel as a map
ping of G x G into P. It follows that the extension 
(P '" ev~G, prz) of G by PIP is topological, with a unique 
Polfsh group topology on -p IP ev"G such that a is Borel 

N 
(Ref. 3, Remark 13). Condition (SGQF) is checked as in 
Proposition 3 [using assumption (3)]. Furthermore, P 
separates points by virtue of (3) .• 

Conditions (2) and (3) of PropOSition 5 are always 
satisfied if s (H1) can be equipped with a second counta
ble locally compact group topology and then s (H~)~ with 
the corresponding compact open one (which is again 
second countable and locally compact). 

Corollary: Let G,N be as in Proposition 5, let 
H1(G, RIP ) be isomorphic to the additive group of Rn 

(n '" 0), a'rid let 1T be the covering projection of R onto 
U(l). If the group homomorphism (1TB)~ of H~(G,RIPN) 
into H~(G, U(l)'!! ) has closed kernel in the canonical 
topology and cotfntable cokernel, then there exists a 
POlish representation group for (G,N). 

Proof: We shall show the existence of a (G,N)B-selec
tor 5 and of a second countable locally compact group 
topology on s (H~) such that evs(g.g') is continuous for all 
g,g' in G: s(H~); evsG [topologized as in Proposition 5 

N 
with s (H1)~ endowed with the compact open topology] is 
then a Polish representation group for (G,N) with split
ting projection pr2' 

The existence of a group isomorphism of H~ (G, R", N) 
onto Rn (n> 0) being assured by assumption, we identify 
the two groups through it and topologize H~(G, RIP) with 
the canonical topology of Rn

, The additive notation is 
used for Z~(G, R", ) and for the additive group of Rn. 

N 2 (G ) Then there exist n elements vI> •.. , vn of Z B ,R", 
such that {[vd, . , . ,[vn]} is a (vector space) basis :fnd 
thus, for each [vlE:H~(G, O~N)' we can write in a unique 
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way 

" [v] = 6 rj[v j ], (III, 1) 
1=1 

whererj<=:R(l~i~n). We note that, ifv<=:zt(G,R~) 
andr<=:R, then [rv]==r[v], with (rv)(g,g')=rv(g,g') for 
all g,g' in Go So, we have an injective group homomor
phism t of Ht(G,R~N) into Z~(G,R",) defined by 

n 
t([v])=6 rjvj, (Ill. 2) 

i=1 

where [v] is given by (III. 1)0 Since Im(1TB)~ is divisible 
[and is isomorphic to RJ> X 'r, with 0 ~ p + q ~ n (ReL 
18, TG VII, Sec. 1, Prop. 9)], we can find a group 
isomorphism of HMG, U(l)q,N) onto Im(1TB)~XD, where D 
is some countable groupo After obvious identifications 
by means of this group isomorphism, every element 
[11] of H1(G, U(1)4» can be written as 

[Ill = «iTB)~([V]))[E], (III. 3) 

where [v]<=:HMG,R"'N) and [E] <=: Do We topologize 
H~(G, U(l)4> ) with the product of the finest topology on 
Im(1TB)~ making(1TB)~ continuous and of the discrete topo
logy on D. There exists an injective group homomor
phism s' of Im(iTB)~ into zt(G, U(l)q,) such that 

S '«1i B)~ ([v j)) = 7T 0 t([v]), 

where t is given by (III. 2). On the other hand, by the 
argument of the lemma of Sec, II, we can find a group 
homomorphism s" of D into zt(G, U(1)q, ) such that 

N 
PB(S"([E]))=[E] for all [t]c:D. Now, we can define the 
(G,N)B-selector s by 

S ([/l]) = S '( (7iB)~([V]))s" ([E]), 

where [Ill is given by (III.3). If s(H~) is topologized 
with the (second countable locally compact) group topo
logy transported from Ht(G, U(1)q, ) via s, we have then 

N 
that evs(g,g') is continuous for all g,g' in G because, by 
virtue of (III. 2), 

s([I1])=( ti (7T o r;vi »s"([EJL 
i =1 

The corollary is obviously true also when n = O •• 

Let G,N be as above and let E be a Polish representa
tion group for (G,N) with splitting projection p. Then, 
for each normalized Borel section a associated with p, 
the mapping 

is a (G,N)b-selector that we say to be defined by a. 

Remark 6: The (G,Nh-selector s and the Borel 
splitting section a of Proposition 5 satisfy evs =fu and 
s ==sa' The last relation is proved by noting that, for 
each /l c:zt(G, U(l)q,N)' 

sAil]) == T(S ([/l]) 0 evS 

because of (II. 11). 

Remark 7: If, in Proposition 5 and its corollary, G 
is a second countable locally compact group, we can re
place everywhere (in the statements and proofs) "Po
lish" by "second countable locally compact". 

From the exactness of the inflation-restriction se
quence (Bo 4) (Appendix B), we have at once 
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ProjJosition 6: Let G,N be as in Proposition 5 and 
suppose that there exists a topological extension (E, p) 
of G by a Polish G-module A"'N such that A separates 
points. If H~(E, U(1)q,N 0 P) is trivial, then E is a Polish 
splitting group for (G,N), 

Proposition 7: Let G be a second countable locally 
compact group and let N be a closed normal subgroup of 
G of index 1 or 2. The existence of a (G,N)b-selector s 
and of a second countable locally compact group topo
logy on s (H~) such that evs(g,g') is continuous for all 
g,g' in G is a necessary and sufficient condition in order 
that (G,N) should admit a second countable locally com
pact representation group. 

Proof: The sufficiency of the condition follows at once 
from Proposition 5 with the compact open topology on 
s (Ht) A. To prove the necessity, let E be a second count
able locally compact representation group for (G ,N) 
with splitting projection p. Take a normalized Borel 
section a associated with p, the (G, N)b - selector sa de
fined by a, and transport on su(Ht) the compact open 
topology of (Kerp)A via SaoYB' Then the mapping 

5 a([/l]) I- evsuCM,)(SU([/lJ)) 

== Yil ([Il]Hfu(g ,g'» 

is continuous for all g,g' in G because the compact open 
topology is finer than that of pointwise convergence. 
The result follows with s == S a' • 

We call s-topology the second countable locally com
pac t group topology on s (Ht): evsG considered in Prop
osition 7 [and determined by t'he topologies of G and 
5(H~)]. 

Proposition 8: Let G ,N be as in Proposition 7, sup
pose that there exists a second countable locally com
pact representation group E for (G,N) with splitting 
projection p, let a be any normalized Borel section as
sociated with p, transport on su(H~) the compact open 
topology of (Kerp)A via SaoYB, and put on sa(H~)A the 
compact open topology. Then 

(i) There exists a topological group isomorphism X; 
of E onto su(H1); evsaG, equipped with the so-topology, 

EN 
such that pr2 0 Xo = p. 

(ii) If E' is any other second countable locally com
pact representation group for (G,N), with splitting pro
jection p', there existf<=:Z~(G,su(H~); ) and a topologi

N 
cal group isomorphism K;' of E' onto s u(Ht); NfG such 
that pr2°K;' =p', when su(H1); {G is equipped with the 

N· 
unique topology making it into a second countable local-
ly compact representation group for (G ,N) with splitting 
projection pr2 and a Borel splitting section 
g I- (e s (H2 )-,g). 

a B 

Proof: (i) We have already shown that evsa(g,g.) is 
continuous for all g, g' in G (Proposition 7) and that 
evsu is Borel (PropoSition 5). We define the group 
isomorphism X: by 

(Ill. 4) 

where A denotes the dual mapping and f3u stands for 
(Sa O YBt1• It is topological because it is Borel (Ref. 3, 
Remark 13). 
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(ii) Let (J' be a normalized Borel section associated 
with p', transport on So' (H1) the compact open topology 
of (Kerp,)Aviaso' 0YB, and endow so'(Ht);Nevso'C with 
the So' - topology. The mapping 

lao' : Sa([Il]) I- So' ([Il]) (Il E zt(C, U(1)4> )) 
N 

of sa(Ht) onto so'(Ht) is a topological group isomorphism 
(by Ref. 10, Theorem 2.2). Notice that we need only a 
very special case of this theorem, so that the proof of 
Moore can be greatly simplified. Indeed, the two topo
logies transported from S 0(H1)' So' (H1) onto 
H1(C, U(l)4>N) through s~j, s~, respectively, are 
Hausdorff and the corresponding transgression mappings 
are topological group isomorphisms. We define 
fE Z~(C,sa(H1); ) by f=loo' 0 evso'; then A: (a,g) 

A N 
I- (lao' (a) ,g) is a topological group isomorphism of 
sa' (H1): N evSo' C onto s a(H~); NfC and we have the result 
with K:' = A 0 A~', where A~' is defined by (III. 4) with E' 
instead of E and (J' instead of (J •• 

Remark 8: Proposition 8 generalizes Proposition 3.1 
of Ref. 10. 

IV. APPLICATIONS 

We shall now apply the results of Secs. II and III to 
three important (nondisjoint) types of Polish groups. 
In the following, C shall always denote a Polish group 
and N a closed normal subgroup of C of index 1 or 2. 

(A) C and N are such that Ht(C, U(1)4> ) is countable. 
N 

There exists a fibered Polish representation group 
for (C,N), namely the group Fs(C,N)=s(H1);NevSC con
structed in Proposition 3 by means of a (C,N)B-selector 
s. This is a second countable locally compact (resp. 
compact) group if so is C. The Poincare group (or 
the Lorentz group), with its orthochronous subgroup as 
N, is an example. 20 

The following types (A j) and (A2) are subtypes of (A): 

(A j ) C admits a universal covering group G such that 
7Tj (C) (the fundamental group of C) is finite and 
H1(G, U(l )0) is trivial. 

Notice that G is Polish and that, since C is connected, 
N =C. We see that C is of type (A) because G is a 
splitting group for C (Proposition 6) and, if PG : G - C 
is the covering projection, then the discrete group 
KerpG is finite, so that 

HMc, U(l)o)'" (KerpGt/Kertrg1 
is finite. 

A compact semi simple connected real Lie group C is 
of type (At). Indeed, 

H1(C, U(l)o)"'7Tj(Cf 

(Ref. 21, Corollary 4.2) is finite and Fs(C)=G is the 
unique representation group for C up to topological 
group isomorphisms. Of type (Ad are also the Bondi
Metzner-Sachs group B (cf. Ref. 22 and references 
therein) and the neutral components Po, respectively 
Lo, of the Poincare and Lorentz groups. Again, Fs(B) 
[resp. Fs(Po}, resp. Fs(Lo)] is the universal covering 
group of B (resp. of Po, resp. of Lo) and is its unique 
representation group up to topological group 
isomorphisms. 
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(A2) C is a second countable compact group (Ref. 23, 
Theorem 2.2 and its corollary). 

Moreover, in this case HMc, U(l)4> ) is a torsion 
group (and is finite if, in addition, C ~s a real Lie 
group). 

(B) C admits a topological extension (E, p) by a Polish 
C-1110dule A ~ such that H~(E, U(1)4> 0 p) and 
H1(E, U(l)<I>N o:) are trivial. N 

It follows from the exactness of the inflation-restric
tion sequence (B. 4) that E is a Polish representation 
group for (C,N), i. e., that 

H1(C, U(l)4>N) '" (Kerp)A 

via trgk. A semisimple connected (finite-dimensional) 
real Lie group C is then of type (B) (cf. also Ref, 21, 
Theorem 4. 4), with E = G and p = PG (the covering pro
jection), and G is a representation group for C which is 
the unique second countable locally compact one up to 
topological group isomorphisms. 

(C) C is an almost connected second countable locally 
compact group. 

By "almost connected, " we mean that the quotient 
group GIGo is compact, where Co is the neutral com
ponent of C. There exists always a second countable 
locally compact splitting group for (C,N) (Ref. 10, 
Proposition 2,2). Furthermore, we have the following 
result (Ref. 10, Propositions 2.6 and 2.7): 

Let 1 be the canonical injection of Z into R. In order 
that (C, N) admit a second countable locally compact 
representation group, it is necessary and suffiCient that 
Im(lB)~ be closed in the finite-dimensional (ReI. 10, 
Theorem 1. 1) real vector space Ht(C, R~N) endowed 
with the canonical topology. 

Notice that the sufficiency of the condition just stated 
follows at once from the corollary to Proposition 5 
(taking account of Ref. 10, Theorem 1. 2), which shows, 
moreover, how a representation group for (C,N) can 
then be constructed. Examples are the Galilei group and 
its neutral component, 20,24 

If, in particular, C is a connected (finite-dimensional) 
real Lie group (and so N = C), it admits a (uniquely 
determined) connected and simply connected finite
dimensional real Lie splitting group (Ref. 21, Theorem 
2,1; cf. also Ref, 24) which, however, is not in gen
eral a representation group. This can be seen in the 
case C = T, where T itself is a representation group for 
T unique up to topological group isomorphisms. On the 
other hand, if C admits a connected real Lie repre
sentation group E, then the splitting group in question 
is E. This is the case when C is, in addition, simply 
connected: H1(C, U(l)o) is a finite-dimensional real vec
tor space because it is isomorphic to the Chevalley
Eilenberg cohomology space H2 (Lie(C), 00), where 
Lie(C) denotes the Lie algebra of C and the Lie(C)
module Ro is trivial (Ref. 2, Theorems 4.1 and 5.1), 
and (7TB)~ is a bijection (Ref. 23, Theorem A). 

APPENDIX A: QUASIFIBERED EXTENSIONS 
Let C be a Hausdorff topological group and let A", be 

a Hausdorff topological C-module. A topological exten-
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sion (E, p) of G by A>j< is said to be quasifibered if there 
exists a normalized section continuous at eG associated 
with p (Ref. 14, D~f. 3.2 and Prop. 3.5). If 
Ext~F(G,A>j<) denotes the subset of Extt(G,A>j<) formed 
by aU equivalence classes of quasifibered extensions 
(which becomes an Abelian group with the Baer multi
plication as law of composition (Ref. 14, Sec. 9), then 
we have 

Extt(G,A>j<) = Ext~F(G,A>j<) 
when G and A are metrizable (Ref. 14, Prop. 3.6). 

The cochain complex suited to the study of quasifi
bered extensions of G by A>j< is the subcomplex C%(G,A>j<) 
of the Eilenberg-MacLane cochain complex C*(G,A>j<) 
such that, for p > 0, C!(G,A>j<) is the subgroup of all 
elements of CP(G,A>j<) continuous at the neutral element 
of GP and, for p "" 0, C!(G,A>j<) =CP(G,A>j<). We denote 
the relevant groups of C:(G,A>j<) by the corresponding 
Eilenberg-MacLane symbols with an additional sub
script He". 

In analogy with the case of fibered extensions, a 
given fE Z;(G,A>j<) is not always a factor set of a quasi
fibered extension of G by A>j<, So, we are led to consider 
the elements f of Z;(G,A>j<) regular at eG, i. e., such 
that the mapping 

g I- f(g,-l ,g,)"lf(g,-l, g)j (g,-lg ,g') 

of G into A>j< is continuous at eG for all g' E G. Notice 
that, iff is an element of Z~(G,A>j<) regular at eG, then 
every 2-cocycle cohomologous to f modulo B~(G,A>j<) is 
regular at eG' The set 

H;r(G,A>j<) = {[f](modB;(G,A>j<» If E Z;(G,A>j<) 
and f regular at e G} 

is a subgroup of H;(G,A>j<), and we 
have the following result of Calabi (Ref, 14, Cor. 3 to 
Prop. 9.2): 

Proposition A. 1: Let G be a Hausdorff topological 
group and let A>j< be a Hausdorff topological G-module. 
There exists a group isomorphism 

Cie : [(E, p)J t- [j](modB~(G,A>j<» 

of Ext~F(G,A>j<) onto H~(G,A>j<), where f is the factor set 
of (E, p) defined by a normalized section continuous at 
eG associated with p. 

It follows from Proposition A, 1 that an element f of 
Z;(G,A>j<) is regular at eG if and only if it is a factor set 
of a quasifibered extension of G by A>j<. 

Proposition A.2: Let G be a Polish group and let A>j< 
be a Polish G-module fibering over G. Then there exists 
a group isomorphism Ye of H~(G,A>j<) onto H~(G,A>j<)' 

Proof: We have Ye=Y*oCibOCi;l, where Ci e, Ci., Y* 
are, respectively, as in Proposition A.l, Ref. 8 
(Theorem 2), and Ref. 9 (Proposition 2). The mapping 
Ci. is a group isomorphism by the theorem of 
Brown. 25 • 

Corollary: Let G,A>j< be as in Proposition A.2 and let 
f be an element of Z;(G,A>j<) regular at eG' There exists 
hE C!(G,A>j<) such thatfohEZ~(G,A>j<). 

Proof: By reason of Proposition A. 2, we can find h' 
E CI(G,A>j<) such thatfoh' E Z1(G,A>j<), Moreover, f 
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(resp. foh') is the factor set of a topological extension 
(E, p) of G by A>j< defined by a normalized section a con
tinuous at eG (resp. by a normalized locally continuous 
Borel section a') associated with p. If we define h 
EC~(G,A>j<) by h(g)=a'(g)a(g)-l, thenfOh=foh' •• 

Remark: It follows from Proposition A. 2 and its 
corollary that, for each elementf of Z;(G,A>j<) regular 
at eG, there exists hEC!(G,A",) such thatfohEZ~(G,A>j<) 
and 

ye([j J(modB;(G ,A>j<») = [joh](modB1(G ,A>j<»' 

Furthermore, iffl>f2 are in Z1(G,A>j<) and [jtl 
= [j2](modB;(G,A>j<», then we have [jlj 
= [f2J(modB1(G,A>j<», 

APPENDIX B: ON THE INFLATION
RESTRICTION SEQUENCE 

Let G be a Polish group, let B>j< be a Polish G-module, 
let (E, p) be a topological extension of G by a Polish G
module A w, and let a be a normalized Borel section as
sociated with p, We denote by >Vp the topological opera
tion >V 0 P of E on B and notice that >V p IA is trivial. Re
member that, for Polish groups, Borel 1-cocycles are 
continuous. The group H~(A, Bo) is identified, as usual, 
with Z~(A, Bo), and then H~(A, Bo)G is the subgroup of all 
elements h E Z~(A, Bo) satisfying the condition 

>v(g)h(a) =h(l/!(g)a) (Bl) 

for all g E G and all a EA. The following group homo
morphisms are particular cases of those (called, 
respectively, inflation, restriction, and transgression) 
of homological algebra. 

(1) inf~:H~(G,B>j<)-HZ(E,B>j<p) (n=1,2), deduced from 
the group homomorphism f I-fop" of Z~(G, B>j<) into 
Z~(E, B>j< ) by passing to the quotients, 

p 

(2) res~: H~(E, B>j< ) - H~(A, Bo)G, deduced from the 
p 

group homomorphism hI- h IA of Z~(E, B>j< ) into 
p 

Z~(A, Bo)G by passing to the quotients. Notice that h IA 
satisfies (Bl) on account of the cocycle identity for h. 

(3) trgl: H~(A, Bo)G - H~(G, B>j<), given by trgl(h) 
= [h °fa], where fa is the factor set of (E, p) defined by 
a. We have hofaEZ~(G,B>j<) because h satisfies (Bl), 
and it is obvious that trg; does not depend on the choice 
of the Borel section a. 

Proposition B.l: Let G be a Polish group, let B>j< be a 
Polish G-module, and let (E, p) be a topological exten
sion of G by a Polish G-module A". Then the sequence 
of groups 

1 1 
1-H1(G B ) Int. H1(E B ) res. Hl(A B)G c , '*' ----fo C , \lip ----+ C , 0 

I 2 (B2) 
troD H2(G B ) Inf. H2(E B ) 
~ b , II' ----'-t> b , 1V,,' 

[the inflation-restriction sequence for (E, G, p; B>j<)] is 
exact. 

Proof: We shall not consider the sequence (B2) in its 
natural context, namely that of spectral sequences, but 
merely check exactness at each joint. Let a be a nor
malized Borel section associated with p. 
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(a) Exactness at H~(G,Bw): If Lh]E Kerinf~, there 
exists bE B such that, for each x E E, h( p(x) 
==b-I('lr(p(x)b), i. e., hE B~(G,Bw)' 

(b) Exactness at H~(E, Bw ): If h c: Z~(G, B w), then 
p 

(lz 0 p)(n) = e B for all n c: A, so that 1m inf!;;;: Ker res!. On 
the other hand, if Lh 1 E Ker resL then h(a) = e Band 
h(aa(g)) =h(a(g)) for all aEA and allgE G. It follows 
that h 0 a c: Z~(G, B..,) and inf1<[h 0 a}) = Liz], whence 
Ker resb c;:: 1m infb. 

(c) Exactness at Hl(A,Bo)G: Let hEZ~(E,Bw) and put 
c p 

h I A = l. From the cocycle identity, we obtain 10 Icr 
= 6(1z 0 a); hence 

trg~(resWh])) =trgb(l)=[lo!cr] 

is the neutral element of H~(G,Bw) and thus Imres~ 
~ Ker trgb, If now I denotes an arbitrary element of 
Ker trgb, there exists h'EcC!(G,B,,) such that 10/cr=l5h', 
We define a Borel mapping h of E into B by 

h(aa(g)d(a)h'(g) (aEA; gE G) 

(Ref. 19, Chap. I. Sec. 6, Proposition 4) and check that 
h E Z~(E, B.., ). As res!([hj) d, we have Ker trgl 
~ 1 p 
'= 1m resb • 

(d) Exactness at H~(G, Bw) : If hE Cl(E, Bw ) is such 
that hIAEH~(A,Bo)G and h(aa(g)) =h(a)h(aCg)) for all 
a E A and all g c: G, then 

I5h(aa(g), a'a(g'» = h(fcr(g ,g,»)"II5(h 0 a)(g ,g') (B3) 

for all a,a' inA and allg,g' in G [the "15" to the left
(resp. to the right-) hand side of (B3) denotes the co-

boundary operator of C*(E,Bw ) (resp. of C*(G,Bw»]' 
N ow let 1 be an arbitrary elem"ent of H~(A, Bo)G and de
fine a Borel mapping h of E into B by h(aa(g» = l(a)"1 
(l1c:A;J.rEG). It follows from (B3) that inft(trgW) is 
the neutral element of H~(E, Bw ) and thus 1m trgl 
,;; Ker inf~. Conversely, if [f] d' Ker infL there exists 
hEC~(E,Bw) suchthat/op2=l5h. Sinceh satisfies 
the conditio~s stated above, we have trgl«h IA)"I) =[f] 
by virtue of (B3); hence Ker infE;;: 1m trgb .• 

If G and A are second countable locally compact 
groups, Proposition B. 1 is a particular case of a result 
of Moore (Ref. 23, Chap. 1,5). 

Taking account of Ref. 9, Proposition 2 and of (II. 3), 
we have the following result, where the "B mappings" 
are defined in an obvious way and q, Np = q, N0 p. 

C01'ollary: Let G be a Polish group, let N be a closed 
normal subgroup of G of index 1 or 2, and let (E, p) be a 
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topological extension of G by a Polish G-module A~N' 
Then the inflation-restriction sequence 

I I A 

1- HI(G U(l) ) inrB HI(E U(l) l resB A c' cl>N ----.... c, 4lNp ----.... 

I 
trg B H 2 (G U(l) ) ---...B' cI>N 

inr~ H2 (E U(l) ) 
-.- B, /fJ Np 

(B4) 

is exact. 

Remark: The corollary is obviously still valid if, 
instead of U(l)~N' we have a Polish G-module B" fiber
ing over G and, instead of A~N' a Polish G-module A w' 
provided A is replaced by H~(A, BolG. 
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Sobolev inequalities give lower bounds for quantum mechanical Hamiltonians. These inequalities are 
derived from commutator inequalities related to the Heisenberg uncertainty principle. 

1. INTRODUCTION 

This article is an attempt to bring together and sur
vey various results that generalize and improve on the 
Heisenberg uncertainty prinCiple. These results might 
be called local uncertainty prinCiples, since they say 
that when the momentum uncertainty is small, not only 
is the position uncertainty large, but the probability of 
being localized at any particular point is very small. 
This information is useful for obtaining lower bounds to 
quantum mechanical Hamiltonians. 

The more elementary local uncertainty principles are 
consequences of a general commutator inequality. This 
derivation, which uses only the most basic principles of 
quantum mechanics, shows why the inequalities depend 
so crucially on the dimension of space. The most power
ful local uncertainty prinCiple, the Sobolev inequality, 
is shown to be a consequence of one of these elementary 
principles. The utility of Sobolev inequalities in quan
tum mechanics is of course well known; 1,2 the purpose 
is to clarify their physical meaning. 

The hydrogen atom provides an illustration of the point 
of view. The Hamiltonian is H = p2 / (2m) - e2 / r, where 
m and e are the mass and charge of the electron, and 
r is its distance from the nucleus. The expectation of 
H in a particular state is 

(1. 1) 

If this is bounded below independently of the state, we 
have a lower bound for H. 

It is clear that 

e2(r-l),;; (p2)/2m + (me4/2) ( r-1)2/(p2). (1. 2) 

Thus it is sufficient to get a lower bound for - (me4/2) 
x (r-1)2/(p2), that is, a lower bound for (p2)1/2(r-l)-I. The 
ordinary Heisenberg uncertainty principle, in n-dimen
sional space, gives (p2/ /2(~)1 /2", nli/2, where Ii is 
Planck's constant (rationalized). If it were true in gen
eral that (~)1/2 ,;; (r-l)"l, this would give the lower bound 
- (me4/2nZ)(2/n)2. However it is not difficult to imagine 
states where this fails; the probability is too concen
trated near r= 0, and (r-1

) can become exceedingly 
large. In fact the argument must be wrong, since the 
conclusion is so spectacularly false for n = 1. The 
Hamiltonian in one dimension is not even bounded below. 

There is a local uncertainty principle that does make 
the argument work, namely 

(1. 3) 

This inequality says that the state cannot be too concen
trated near r = 0 without forcing a large kinetic energy. 
Since it is always true that (r-1

) -1,;; (r) ~ (~)l /2, the in
equality is qualitatively stronger than the Heisenberg 
uncertainty principle. In fact, it is enough to give the 
correct lower bound 

(1. 4) 

The rest of this article contains progressively 
stronger results. Section 2 has the abstract commuta
tor inequalities and Secs. 3 and 4 apply these to one
and n-dimensional systems. The strong forms of the 
local uncertainty prinCiple are valid only for n'" 3; this 
is why weak short range potentials do not have negative 
energy bound states for n '" 3. Section 5 has the deriva
tion of Sobolev inequalities. Finally, Sec. 6 contains a 
brief survey of some recent developments related to 
these inequalities. 

This article had its origin in lectures given to the 
partiCipants at the Third International Conference on 
Group Theory in Physics, held at the CNRS in 
Marseille in June 1974. I am indebted to Richard Lavine 
for advice about commutator estimates. 

2. COMMUTATOR INEQUALITIES 

In general unbounded observables may not be added 
and multiplied freely, because of possible ambiguities, 
such as 00 - "". We shall mainly deal with situations 
where these problems do not arise. We also assume 
that the adj oint satisfies the usual relations A ** =A, 
(A+B)*=A*+B*, (AB)*=B*A*. The real observables 
are those satisfying A =A*. The positive ones are of 
the form A*A. The expectation of A in a fixed state is 
written 0). The expectation is linear in A. In addition 
it is positive: A? 0 implies (A) > 0, and normalized so 
(1) = 1. 

If we use these properties to compute 0,;; «(A - iB)* 
x (A - iB) = (A*A) - i(A*B - B*A) + (B*B), we obtain the 
basic commutator bound 

i(A*B - B*A) ~(A*A) + (B*B). (2.1) 

This inequality is called a commutator bound because 
when A and B are real it involves the commutator AB 
-BA. 

If we apply the commutator bound to A(A*A)"1/2 and 
B(B*B)_1/2, we obtain i(A*B _ B*A) ~ 2(A*A)1/2(B*B)1/2. 
If we apply this in turn to a suitable complex multiple 
of A, we arrive at the Schwarz inequality 

i(A*B)i ~(A*A//2(B*B)1/2. (2.2) 
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One simple consequence of the Schwartz inequality 
is worth noting. If Y>o, setA=yl/2 and B=y_l/2. 
Then we obtain the inequality of the harmonic mean, 

(2.3) 

Our estimates will come from when the left- hand side 
of the commutator bound is positive. If B is real, and 
if exp(- iaA/n) is defined for a ~ 0, we may define B(a) 
= exp(iaA*/If)B exp(- iaA/nl. In general we do not wish 
to assume that A =A*, so the evolution that sends B 
into B(a) need not preserve the algebraic operations. In 
any case, the value of dB(a)/da at a=O is (i/n)(A*B 
- BA). Thus (i/n)(A* B - BA) is positive when (B(a» is 
increasing with a. So we look for positive commutators 
by looking for some observable B that is increasing un
der some evolution. 

3. ONE·DIMENSIONAL SYSTEMS 

Quantum mechanics in one dimension is based on the 
commutation relation pq - qp = - in, where q and pare 
the position and momentum observables, and n> ° is 
constanL The Schwarz inequality gives n/2 ~ <P2)1/2 

X(q2)1/2 for any state. If we replace p by P - (P) and q 
by q - (q), the same argument works and gives the 
Heisenberg uncertainty principle 

6.p6.q ?- W/2. (3.1) 

The following local uncertainty principle is an attempt 
to improve on this. 

Local uncertainty principle: Let a be any point and b 
any positive number. Then for every state 

Prob{lq-al ~b}~2MP/n. (3.2) 

Proof: It is easy to see that pI - Ip = - inkl- l and 
hence that p¢(q) - ¢(q)p = - in¢'(q). Thus by the Schwarz 
inequality 

(3,3) 

Apply this to ¢(q) = (2/1T)arctan«q - x)/E:L Since \ ¢ (q)! 

~ 1, this gives 

(3.4) 

where (j.(t) = (1/1T)E:/(t2 + E:2) is an apprOXimate delta func
tion. Let X(t)= 1 where It I ~ b and xU) =0 elsewhere. 
Integrate the last inequality over I x I ~ b and let E: - 0. 
We obtain 

nProb( I q I < b} = n(x(q» ~ 2b(P2)1/2. 

If we replace p and q by P - <p) and q - a we arrive at 
the local uncertainty prinCiple. 

Let us see in what sense this is a more powerful re
sult than the Heisenberg uncertainty principle, We know 
from the elementary Chebyshev inequality that 

(3.5) 

Combine this with the local uncertainty principle, This 
gives 

(1- 2Mp/1f) ~ (6.q/b)2. 

Choose b = W/(46.p L We obtain 

t ~ (46.qt:..p/n)2. 
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(3.6) 

(3.7) 

This is not quite the Heisenberg uncertainty prinCiple, 
because the constant is wrong. But it is qualitatively 
an inequality of the same kind. The point is that it is 
difficult to imagine that one could reverse the argument 
and derive something like the local principle from the 
Heisenberg principle. 

The local uncertainty principle is relevant to the 
question of lower bounds, For instance, consider a 
one-dimensional Hamiltonian H =p2/2m + 11(q), where 
111'11 1 = f Iv(x) Idx <: 00, It follows from the proof of the 
local uncertainty prinCiple that 

I (v(q» I ~ IIvlll(P2)l/2/n 

~ <PV(2111) + 1111Ivlli/(2nZ). (3.8) 

Hence 

Even though v need not be bounded below, the total 
Hamiltonian is bounded below by a constant that depends 
on n. 

4. n·DIMENSIONAL SYSTEMS 

Weare mainly interested in inequalities for three
dimensional systems, but it is worthwhile to derive 
them for all dimensions 17 simultaneously. This helps 
to point out what is special about 17 = 3, 

If A = (Ai, . 0 • ,An) and B = (Bl> ' , . , Bn) are vectors of 
observables, we write A + B = (Al + Bl> ... ,An + Bn) and 
AB =AlBl + . , , + AnBn' The expectation of A is the vec
tor (A) = (A l ), • , . , (A,,» and we write (t:..A)z = «A _ (A) )2). 

Quantum mechanics in 11 dimensions concerns position 
and momentum observables q = (ql> .. 0, qn) and J) 
= (Pt, ... ,Pn) satisfying Pjqk - Pkq j = - iokjn. Since nn/2 
~ t:..Pl6.ql +.00 + t:..Pnt:..qn~ 6.p6.q, the Heisenberg uncer
tainty principle in n dimensions is 

(4.1) 

We wish to decompose p2 into radial and angular parts, 
The angular momentum in the jk plane is J jk = qjPk 
- qk/Jj. The total angular momentum is J2 ='Zj<kJ;k' The 
angular momentum observables all commute with i. 
Thus it is easy to compute that 

q-ZJ2 = t 'j]Jjkq-2Jjk 
jk 

Thus we have the decomposition 

p2 = pqq_2qp + q_2J 2. (4,2) 

Note that pq - qp = - inn, so pq and qp differ only by a 
constant. 

Since the expression for the radial part of p2 involves 
the term q-2, which is Singular at the origin, we must 
pause to examine when manipulations with such singular 
terms are justified. For this it is necessary to look 
more closely at the representation of the observables 
as operators. 
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When the observables are represented as operators 
acting in a Hilbert space, the states are given by unit 
vectors if'. The expectation (A) = (I/!,A1/I) is given by the 
inner product. In the Schrodinger representation the 
Hilbert space is a space L2 of square integrable func
tions on lR". Then p j and qk are given by - ina lox j and 
by multiplication by Xk • It is easy to check that p2 , q2, 
and qp are given by - If A, multiplication by x2

, and 
- inra/fJr. 

Many of our estimates will not be valid for n = 1. The 
reason is that when 11 = 1 a point has a nonzero capacity 
and cannot be ignored in the manipulations. However 
for 11 > 2 a point has zero capacity and is thus negligible. 

Z era Capacity Prillc;j)[ c: If Jl> 2, then all functions 
I/! in L 2 with finite kinetic energy (I/!, p21,) may be approxi
mated arbitrarily closely in kinetic energy by functions 
which vanish near some fixed point. 

Proof: Consider the Hilbert space of all l' with 
(1/1, (P2 + I)I/!) < oC. In order to show that the ljJ which vanish 
near the origin are dense in this space, it is sufficient 
to show that the only vector ¢ orthogonal to these ljJ is 
the zero vector, 

Assume that (ljJ, (/ + 1)4» = 0 for all such I/!, Then 
u = (P2 + 1)4> is a distribution that vanishes except at 
the origin. Furthermore, «(p2 + 1)_111 , u) =(¢, (p2 + l)cp) 
< co. But any distribution supported at a point must be 
a linear combination of Dirac delta measures and their 
derivatives. We can thus compute «(p2 + 1)-lU , 11) by 
Fourier transformation and observe that this is finite 
only when 11 = 1 and 11 is a multiple of a delta measure, 
or when /I = 00 Thus for 11 > 2, /{ = 0 and so 4> = 0 as well. 

The above proof may be interpreted as saying that the 
capacity of a point to support a distribution u with 
«(p2 + 1)_111 , u) < OC) is zero when n ~ 2. The result showS 
that when 11 > 2 we may always calculate with wavefunc
tions that vanish near the point of singularity" The 
estimate then extends by continuity to all states with 
finite kinetic energy. 

We now turn to calculationso It is important to note 
that the radial part of p2 may be factored in two ways, 
In fact, we may commute q_2 past qp and pq = qj) - inti 
to obtain 

pqq_2 qp = q-2(jJq + 2ifi)qj) 

=q_2qp (pq + 2iff) =q-2qplpqq-2" 

If we write r=(l)1/2, this becomes 

(pq1'_l)(r-1qp) = (y-2 qpy)(rpq1'-2). (4.3) 

We now use the basic commutator bound. We insert 
the two factorizations in turn, first with A = r-1qp and 
second with A = ypqr-z. In both cases A *A is the radial 
part of p2, in particular (A*A) "" (pz), We choose B 
= </> (q), where </> is a real function. The result of the 
calculation is 

(4.4) 

where v = 11 - 1 in the first case and 3 - 11 in the second 
case. The commutator bound and the zero capacity prin
ciple thus give a general inequality. 

Com mutator Inequality: Let n? 2 and v = n - 1 or 
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3 - n. Let ¢ be a real function that is sufficiently differ
entiable and has no singularities except at the origin. 
Then in any state 

(4.5) 

One special case deserves more detail. Take A = r-1qp 
and B =(31'-1, where i3 is a constant. The commutator 
identity 

A*A _ i(A*B- B*A) + B*B= (A - W)*(A - iB) 

gives 

pqr-Zqp _ (n _ 2)l$r-z -t- {32r-Z = (pq + i{3)r-1r-1(qp - i8L 

When {3 = [(n - 2)/2jfi this becomes 

(4.6) 

where D = (pq + qp )/2 is the dilation generator. Since 
(r-1D2r-1

) ~ 0, we have in particular the well-known 
l/r2 bound 

<Jh1 /2(r..2)-1/2? [(n _ 2)/2}fi, (4.7) 

a local uncertainty prinCiple valid for n? 3. 

The behavior of the probabilities is thus different 
when It ? 3. The probability of being in a ball of radius 
b depends quadratically on b. 

Quadratic Local Uncertaintv Principle: In dimensions 
12 ? 3, there is a constant c such that in any state 

Prob{ I q - a I "" b} "" c(bAp /fi)2 . (4.8) 

Proof: Let X(q) = 1 when Iq I"" band 0 otherwise. 
Since X(q)b..2 <:: q-2, the 1/1'2 bound gives 

(X(q)b-Z "" 4/(n _ 2)2 (P2)/rf-

Since p - (P) and q - a could have been used in place of 
p and q, this gives the resulL The constant c = 4/ 
(n- 2)2. 

An alternative proof gives a sharper constant in di
mension 11 == 3. This argument is due to Lavine. 

Proof: We use the second factorization corresponding 
to v = 3 - n. When n = 3 or when 11? 4 and ¢ is negative, 
this gives 

(4.9) 

Insert ¢(x) = - ti(7T/(2b)j cot(7TrI(2b)) for r"" b, 0 else
where. Since csc2 

- cot2 = 1, the result is 

rf-(7T/2b)2(X(q) "" (p2). 

This time the constant c = 4/1T2. 

The quadratic local uncertainty principle is obviously 
false for n = 10 It is less obvious that it is also false 
for n = 2. To see this, take IjJ to be a radial function that 
behaves like 10glog(1/r) near the origin and is nice else
where. The expectation (ljJ,p21/1) is proportional to <a1/l/or, 
a I/!/ar). Furthermore, since aljJ/ar = (r 10grt1 near the 
origin, the integral behaves like 21T f ;l(logrrZ dr= 27T 
x J(logr)-2 d(logr), which is finite near l' = O. On the 
other hand, Prob{r"" br=27TfobI1/l12 rdr cannot be bounded 
by a multiple of b2

, since Ij; is unbounded. 

In this example the singularity of ljJ is rather mild. 
This is the general situation, since there is a true in
equality that is only slightly weaker. 3 
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The exact bound for the hydrogen atom problem is 
also a consequence of the commutator estimates. Use 
the first factorization, so that lJ = n - 1, and take B =(3, 

a constant. This gives the 1/r bound 

(4.10) 

If we take (3 = <Jl/ /2 we get the local uncertainty prin
ciple (1.3). Or we can take i3==2me2/[(n-1)1f] and obtain 
the lower bound (1. 4) directly. 

We can also obtain the ground state. The commutator 
bound is an equality precisely when II(A - iB) I/J 112 = 0, 
that is A</! == iB</!, In our application this says that in the 
Schrodinger representation - ilfa I/J/ar = ii3l/J. The solution 
of this is <!1=Cexp(-i3r!m. Since the lower bound is 
assumed when i3 = 2me2 /[(n - l)lfl, the Bohr radius 1f/i3 
in n dimensions is (fF /me2)(n - 1)/2. 

5. SOBOLEV INEQUALITIES 

Let p be a real number with 1 ~ P < 00. If <p is a com
plex function such that f I <!J(x) I P dx < 00, I/J will be said to 
belong to Y. The Y norm of <P is defined by 1II/JIl p 
= (f I ;P(x) IP dX)l/p, 

There is a useful generalization of this notion that is 
somewhat less known, We say that I/J is in weak LP if 
there is a constant M such that for all s > 0 the volume 
of the set where I </! I :- s is bounded by (MIs)P, The least 
such M is denoted II ;PII:. It is easy to see that if ;p is in 
Y, then it is in weak LP and III/JII: ~ II </III p' We need only 
observe that II</III~;' fl.l"sll/J(x)IPdx? sPvol(l</I1 >s), On 
the other hand, in n dimensions r-n /

p is in weak LP but 
not in LP. 

In the following we write ;Gn for the volume of the ball 
of radius 1. The general formula in n dimensions is 
;Gn =1T

n !2/r«n/2) + 1). 

Strichariz Inequality4.>: Let Il;' 3. Then there is a 
constant C such that for every function v 

(5. 1) 

This inequality may be deduced from the l/Y bound 
by rearrangemenL We save the proof for later. The 
proof will give the constant C = [4/(n - 2)2]Q~2/n. (This 
is best possible. ) The Sobolev inequality is obtained as 
a corollary by replacing weak Y by LP. 

Sobolell Inequalify 6.7: Let n? 3. Then there is a con
stant C such that for every function v 

(5.2) 

The constant C in the Sobolev inequality thus certainly 
does not exceed the constant C in the Strichartz inequal
ity, However this is not the smallest possible constant, 
since the Sobolev inequality was derived here as a corol
lary of a rather different inequality. The sharpest con
stant is actually C = 1/[1Tn(n - 2) ][r (l1)/r (n/2) ]2/ •• 8 

Notice that if we set v= Il/Jl r
-
2, where l/r=i-l/n, the 

inequality becomes the classic Sobolev inequality 

Thus it says that </! is in L r and hence cannot be too 
peaked. 
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(5.3) 

The most interesting consequence of the Sobolev in
equality is the nO-binding theorem, which says that if 
n;' 3, then a weak short- range potential v won't bind a 
quantum mechanical particle to make a state of strictly 
negative total energy. Weak and short range means here 
that the L,/2 norm of v is small. More general criteria 
may be given, 9 but this norm has the appeal of being 
translation invariant. In addition, it often gives fairly 
good nUmerical results. 9 

No bindin,g theorem: Let n? 3 and let v be a real func
tion on R'. If (2mCIII' II, /2),1 2 Iii" ~ 1, then in any state 

(If> =(p2 /2m ) + (v(q) > O. 

Proof: Apply Sobolev's inequality. Thus if 2mClll' IIn/21 

fF ~ 1, then in any state 

_ (v(q) ~ (p2 12m). 

Consider as an example the case II = 3. The Yukawa 
potential v (x) = - ,g exp( - kr) Iris in L 3/2. Thus if ,g is 
small the Yukawa potential won't bind. The Coulomb 
potential 11(X) = - e2 Iris not in L3/2, but it is the sum 
of a singular part in L3/2 and a long range part which 
is bounded. For such potentials the inequality gives a 
lower bound, 

Lower Bound Theorem: Let n> 3 and let v be a real 
function that is the sum of a function in L' /2 and a func
tion that is bounded below. Then the Hamiltonian H 
=p2;2nz +v(q) is bounded below. 

Proof: Write v = Vk + v:, where v. = v where v ? - k 
and l'k =0 elsewhere. If k is sufficiently large, then v: is in Ln 12 with arbitrarily small norm. Thus if k is 
large enough so that v: won't bind, then 

(If> = (p2/2m +v;(q) + (v.(q) ? - k. 

On can also deduce lower bounds directly from the 
Sobolev inequality. It follows from the integral repre
sentation of fractional powersl that when 0 < ex < 1 the 
inequality 0 ~ (B) ~ (A) for all states implies the inequal
ity 0 ~ (.8") ~ (A"') for all states. Let r> n/2 and apply 
this with ex = nl(2r) to the Sobolev inequality. This gives 

(\ v(q) \ "') ~ C'" Ilvll~ 12(P2",) 11f'" . 
Replace l v I by I v 11 /'" and use the estimatelO (p2(1,) 
~ (p2)"'. We arrive at the general result 

I (v(q) I ~ C'" Ilvll r (P2)'" InZ"', (5.4) 

where ex =n/(2r) and r > n/2, n? 3. This uncertainty 
principle gives a lower bound on H =p2 12m + v(q) in 
terms of IIv "r' Notice that it does not give a no-binding 
result, since the fractional power leads only to an in
homogeneous estimate for (p2). 

There is however another no-binding result that is 
a consequence of the quadratic local uncertainty prin
ciple and rearrangement. Assume n? 3. Let v be bound
ed with I 11 I ~ M and assume that v = 0 except on a set S 
of volume Q"b'. The result says that 

As a consequence, if (411T2)(2111Mb2 IfF) ~ 1, then (H) 
= (p2 12m) + (v(q);, 0 in every state. 
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The proofs that have been deferred until now are 
based on the notion of rearrangement. 10 We assume that 
X is a positive function that approaches zero at infinity 
in the sense that for s > 0, vol{ s <: X} <: 00. Here we write 
{s <: X} for {x: s < X(x)}. The function X may be decom
posed in slices as 

(5.6) 

In this expression 1M is the function that is 1 on the set 
M and 0 elsewhere, so 1 Is¢: lex) = 1 precisely when s 
< X (x), The rearrangement X - of X is defined as the po
sitive function given by 

(5.7) 

where by definition {s < x'1 is a ball centered at the ori
gin with the same volume as {s < X}. 

Lemma 1: 

Proof; Use the decompositions X = I 0'" ds 1 [s¢:) and 
I/! = Io" dt 1 [t<~l' The volume where s < X and t <: I/! is the 
volume of an intersection of two sets. On the other hand, 
the sets s < X- and t <: I/!- are both balls centered at the 
origin, so the volume where s < X- and t < I/!- is the vol
ume of one of the two sets. But the volume of an inter
section is always smaller than the volume of either set. 

Lem1/la 2; The function X is in weak LP if and only if 
its rearrangement X- satisfies 

(5.9) 

Proof: Clearly X is in weak LP if and only if X- is. 
But X- is in weak LP if and only if {s < X-} is contained 
in the ball of volume (1Ix11tls)P for all s. This, however, 
is precisely the ball {s < n~1 Ip IIX IItr-nIP}. Thus by de
composing X- into slices we see that X- is in weak LP 
if and only if X-.:;n~I/PIIXlltr-n/P. 

The following is the crucial lemma. 

Lemma 3 11; 

r 1 \7X -1 2 dx':; r I \7X 12 dx. . . (5.10) 

Proof: We show that this holds true on each shell 
where the functions have values between sand s + as. 

First, {s < X < s + as} is a shell of width! \7X 1_1 ds. Its 
volume is Ix:s I \7x 1_1 as da, where the integration is over 
surface area. On the other hand, {s < x- < s + ds} is a 
spherical shell of constant width I \7x -1_1 ds. Its volume 
is I \7x-l-t ds a, where a- is the area of the sphere. Since 
by definition of rearrangement the two volumes are 
equal, 

(5.11) 

Second, since (again by the definition of rearrange
ment) the volumes of {s < X} and {s < X-} are the same, 
the isoperimetric equality says that the area of the 
sphere is smaller than the area of the other surface. 
That is, 
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(5.12) 

We can use these two facts to estimate 

j!s<X-<S+dSll \7X-1 2 
dx = 1 \7[1 ads 

= (Ix=sl \7X 1_1 aa) _1 if ds 

.:;(f l\7xl-l da)_lads . (5.13) 
x=s a 

We can now complete the proof by using the inequality 
of the harmonic mean to show that this is bounded by 

(5.14) 

Proof of the Strichartz inequality; Set X = II/! I and put 
these lemmas together. By Lemma 1, 

(5.15) 

By Lemma 2, 

J I v I-x "'2 ax .:; n;2/ n II v II~ /2 J r-2x -2 dx. (5.16) 

The 111) bound gives 

(5.17) 

Finally, by Lemma 3 

(5.18) 

This completes the proof. 

The other no-binding result may be proved the same 
way, using 

(5.19) 

where B is a ball of radius b centered at the origin. 
Then by the quadratic local uncertainty principle 

(5.20) 

The proof is completed in the same way. 

6. SURVEY OF RELATED RESULTS 

(i) Bound states 

One consequence of the Sobolev inequality is that if 
n?c 3 and (2mllvllnl2)n!2n-" is sufficiently small, then 
p2/2m + v(q) has no strictly negative eigenvalues. In the 
classical limit 'If - 0 the number of such eigenvalues is 
asymptotically 0n(2m IIv II n/ 2)n/ 2(27Tn)""". 12 Recently Lieb13 

and Cwikel14 have shown that if n?c 3 the number is 
bounded by a multiple of the classical expression. 

(ii) Scattering 

In the present treatment positive commutators have 
been used to determine behavior in space. However they 
may also be used to analyze time development. Lavine15 
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has recently found estimates on the rate of barrier pene
tration by these methods. 

(iii) Matter 

Dyson and Lenard showed rigorously that the energy 
per particle in bulk matter is bounded below. Their 
arguments have three ingredients: positivity of the inte
gral operator given by 1/ I x - y I, the exclusion principle 
for the fermions, and some sort of local uncertainty 
principle. Recently Lieb16 and Thirring have made a sub
stantial improvement on the lower bound. The technique 
USes Sobolev type inequalities16

,17 for many-fermion 
systems. 

(iv) Entropy 

Consider a quantum mechanical particle in some 
fixed state. Let p and CJ be the position and momentum 
probability densities and S(q) = - J p logp dx and S(p) 
= ~ J CJ 10gCJdp be the position and momentum entropies. 
Beckner1B recently proved a theorem on Fourier trans
forms that extends results of Nelson and Gross on the 
quantum mechanical harmonic oscillator. This theorem 
implies1B ,19 the inequality 

exp[S(q) + S(jJ)]:-- (c1Tn)". (6.1) 

Entropy becomes negative when the probability distri
bUtion is peaked, so the inequality says that position 
and momentum cannot both be too peaked" 

The entropy always gives a lower bound for certain 
expectations 0 If we integrate the elementary inequality 
- p logp + p.<; - p logiJI + ~) and assume </! is a positive func
tion normalized so that J IjJ dx = 1, we obtain S(q) 
~ <-logiJI(q). In the general case when 4: is not normal
ized one can apply this to J)/ J </! dx to obtain S(q) 
~ (-log<b(q) + 10gJ 4:(x) dx. 

The Beckner inequality may thus be rewritten in 
terms of expectations of arbitrary functions as 

exp{(-log<b(q) +(-log4>(p))([ ;pdx)(J ¢ dp)?' (C1TIf)". 

(6.2) 

If we take lj; and 4> to be Gaussian probability densities 
with means (q) and 0) and standard deviations t::.q and 
l:..p, this becomes 

(21Tc/n)"(l:..j))"(l:..q)" ~ (c1Tn)", (6.3) 

the Heisenberg uncertainty prinCiple. Thus the entropy 
inequality is an uncertainty prinCiple in which each fac
tor is smaller than the corresponding factor in the 
Heisenberg uncertainty principle, yet where the product 
has the same lower bound. 

Consider the harmonic oscillator Hamiltonian H = p2 / 
2m + mw2/ /2 - nnw/2 and let Po(x) = (1Tnimw)-"/2 
x exp(- mwx2 /n) and CJo(p) = (1Tnmw)-n/2 exp[- p2/(mwn)] 
be the Gaussian position and momentum probability 
densities in its ground state. Set p=hpo and CJ=jCJo and 
define entropies So(q) =- f hloghpodx and So(p) = - fj 
X logjCJo dp with respect to the ground state. The entropy 
inequality becomes 

(6.4) 

It says that when the energy is low the probabilities re
semble the ground state probabilities. 
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In this form the inequality is independent of dimension 
and extends to dimension n = co. The Gaussian measures 
Po dx and CJo dp are defined as infinite product measures. 
The harmonic oscillator Hamiltonian 

H = ~ (171 1 /2 wq + inl-1 /2p )* 

X(m 1/2 wq+illl-1/2p) 

also makes sense when 11 = 00. 

If we set ;p=jpo and 4> =j{CJo, the lower bound for en
tropy takes the form So(q),; - (logf(q» + log(f(q)o, where 
the subscript 0 denotes expectation in the ground state. 
Note that the choice j = 1 gives So(q) ,,;: O. We also see 
that the inequality is equivalent to 

(log{(q) + (log;;(P) 

~ 2(H)/nw + log(f(q)° + log(j[(P»o' (6.5) 

Nelson's inequality is obtained by setting g= 1. If we 
then write logf=- 2v/nw, we obtain 

(H) + (dq):-- - (nw/2)log(exp(- 2v(q)/1fw)o. (6.6) 

This shows that even in infinite dimensions a function 
1.' that is unbounded below may still give a total Hamil
tonian H + 1!(q) that is bounded below, provided that 
(exp(- 2v(q)/nw)o<00. This fact has been useful in quan
tum field theory. 
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On the definition and properties of generalized 3-j symbols 
Jacques Raynal 

CEN-SACLAY, B.P. tv" 2. 91190 Gif-sur-Yvette, France 
(Received 28 February 1977) 

Whipple's work on the symmetries of 3F, functions with unit argument is applied to study the properties 
of 3-j symbols generalized to any arguments. It turns out that there are twelve sets of ten formulas 
(twelve sets of 120 generalized 3-j symbols) which are equivalent in the usual case. Whipple's parameters 
r provide a better description of the symmetries than the Regge symbol. 

1. INTRODUCTION 

The 3-j symbols, related to the Clebsh-Gordan coeffi
cients of SU2, are so widely known by physicists that 
their notation is sometimes used in the literature to ex
press quantities which are also generalized hypergeo
metric functions 3F2 with unit argument. 1 For example, 
it is used for angular momenta which are multiples of 
i in the "tree" theory of hyperspherical harmonics2

,3 

or with negative values4 for the discrete representations 
of SU(l, 1). Clearly, references to SU2 results are made 
by these authors to generalize a well-known formalism 
to their own problem. 

For usual angular momenta, we know Regge's symme
tries, 5 extended to the transfo rmation j - - j - 1 by 
Yutsis. 6 The same coefficient can be obtained by differ
ent expressions which cannot be easily related: This 
point is well known as there are Racah's, 7 Wigner's8 
etc., formulas for usual 3-j symbols. But, in the usual 
case, all the coefficients of the 3F2 functions are inte
gers whereas some of them can be half-integer in the 
hyperspherical formalism. 

A systematic study of all the possible formulas and 
the conditions of their validity has not been performed 
until now (at least, does not appear in the most com
plete monographies on this subject9). 

Group theoretical studies lead to integerlike quantum 
numbers: integer multiples of t or -i. Strictly speaking, 
there is no way to perform an "analytical continuation" 
to the usual 3-j symbols. Sometimes, the same problem 
can be studied in a more pedestrian way, by relations 
between special functions: in this approach, some quan
tum numbers can take any value, even complex, and the 
analytical continuation makes sense. After the publica
tion of an article10 displaying seven different formulas 
for the same coefficient, the question arises how many 
of them there can be. The importance of this question 
is illustrated by the fact that the author could find no 
relation between his seven formulas and another one 
already published. 11 

To each 3F2 with unit argument, 12 generalized 3-j 
symbols can be associated by permutation of the three 
numerator coefficients and the two denominator coeffi
cients of the 3F2' If there are n equivalent 3F2, there 
are 12 x n equivalent generalized 3-j symbols. There is 
no need to consider only the 3F2 which are finite sums, 
because, if there is only one finite 3F2 among the n 
equivalent ones, any of the 12 x n equivalent 3 -j symbols 
can be given by it. Furthermore a 3F2 which is an in
finite sum can be evaluated even, to some extent, when 

it does not converge mathematically. So the symmetry 
properties of generalized 3-j coefficients are related to 
those of 3F2 of unit argument. The finite sums are only 
special cases for which the group of symmetry is wider. 

The symmetry properties of the 3F2 with unit argument 
were studied by Whipple12

-
14 using a very convenient no

tation. Whipple's parameters provide a better repre
sentation of symmetry properties than the Regge symbol 
because this representation includes Yutsis' "mirror" 
symmetry6 and indicates the breakdown of the usual 
rules when the usual relations between quantum numbers 
are not fulfilled. Whipple's work has been already ap
plied15 to study symmetries and relations between 3-j 
coefficients of SU(2) and SU(l, 1) where all the coeffi
cients of the 3F2 functions are integers. 

In sec. 2 we shall summarize Whipple's work. Then 
we shall choose a definition for a generalized 3-j sym
bol; this definition is absolutely arbitrary but reduces 
to a usual formula when the arguments fulfill the usual 
relations. Whipple's theory leads to ten equivalent for
mulas. The existence of a negative integer leads to re
lations with a series of ten other formulas, but the 
existence of more than one negative integer can give 
rise to quite complex situations which are summarized 
in sec. 5. In sec. 6 we shall consider the inverse prob
lem: which are the generalized 3-j symbols that a for
mula can define. To discuss this problem, which can be 
seen as symmetry properties or analytical continuation, 
we are obliged to discard Yutsis' phase rules and pro
pose another convention which is not convenient. Unfor
tunately there is no simple solution to this problem. 

In Appendix A we give a method to check the proper
ties described here, even if the series diverge. For 
completeness, Appendix B gives all the recurrence re
lations between a generalized 3-j symbol and two of its 
30 neighbors in terms of Whipple's parameters. 

2. RELATIONS BETWEEN 3F2 

Whipple introduced six parameters ro-rs such that 
their sum is zero and 

With them he defined the functions 

(1 ) 

(2) 
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X 3F2 [0023 , Ql013' Ql012; i304 ,i305 ;1]. 

!he func~ion Fn(0;45) is derived from Fp(0;45) by chang
mg the sIgn of all the r's. By permutation of the suffixes 
~O Fp and 60 Fn are found. If there is no negative integer 
m the numerator parameters, these series converge 
only if the real part of Ql m (or Ql045) is positive. 

The transformation16 

F [a b C" f'1)- r(e)r(j)r(s) 
3 2 , , , e,. - r(a)r(s + b)r(s + c) 

(3) 

x 3FJe - a,j- a, s;s + b, s + c;l] 

with s == e + j - a - b - c can be written Fp(0;45) ==Fp(0;23). 

By interchange of a, b, c and use of the transforma
tion on the results we obtain the ten Fp(O;ij). Conse
quently, among the 120 functions F p and F n' there are 
only 12 different ones which can be denoted by F (i) and 
Fn(i) for i = 0-5. This transformation has been ~sed by 
Racahl and other authors. 4,10 

There is a relation between three of these functions, 

sin7Ti3 jj F (k) _ Fn(i) 
7Tr(QI lik) p - r(QI ilm)r(QI iln)r(QI imn) 

Fn(j)~~~ 
r(Cl'ilm)r(Cl'iln)r(Qlimn) (4) 

where i, j, k, l, In, n are all different. Changing the 
signs of the r, a relation between Fn(k), Fp(i), and 
Fplj) is obtained. From these relations, a relation be
tween three Fp or Fn can be obtained. This set of rela
tions makes it possible to express any F or F as a n P 
linear combination of two of them. They have been used17 

in the study of Wigner coefficients for continuous repre
sentations of 8U(1, 1). 

If one of the QI, Qllmn' is a negative integer, the series 
which include it terminate; there are 18 of them. These 
series can be written in reversed order leading to 

r(QI ikl)r(QI jom)r(QI jon)Fp(i) 

= (-) "'lmnr(QI ikl )r(QI ikl) r(QI ikl )Fn(l), (5) 

where l, In, n are any of the indices of the integer Cl' and 
i, j, k are any of the other indices. The relation (5) 
which involves 60 functions can be obtained as a parti
cular case of the relation (4). 

3. GENERALIZED 3-j SYMBOLS 

The definition of a generalized 3-j symbol is quite 
arbitrary. We can choose 

(
a b C) 
Cl' i3 y 
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=exp[i7T(a- b-Y)] 5(QI +i3+Y) 
r(- a + c - 13 + l)r(- b + c + c; + 1) 

x[r(a +QI + 1)r(b - 13 + 1)r(c +y + 1)r(c -y + 1) 
r(a-Ql+1)r(b+i3+1)r(a+b-c+1) 

x r(a - b+ c+1)r(b + c- a + 1)J1 /
2 

r(a + b + c + 2) 
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x 3F 2 [-b-i3, -a+CI', -a-b+c;-a+c-i3+1, 

-b+c+CI'+1;1] 

for any complex value of a, b, c, (}I, and 13. However, 

(6) 

the real part of the argument of the r function in the 
square root must be positive in order to define this 
square root as the analytical continuation to the positive 
value when the imaginary part of a, b, c, QI, and 13 van
ishes. 

By identifying the 3F2 to Fp(0;45) we obtain for the 
Whipple's parameters: 

r 1 =i(3 + 6a + 2y - 2,8), r 4 = i (- 3 - 6a + 2y - 2,8), 

r 5 =i(-3-6b+2C1!-2y), (7) 

The related Regge symbol is 

-a+b+c a-b+c a+b-c - QI 015 - Ql 024 - Ql345 

a+Q b+{3 c+y - Ql 034 - Ql145 - QI 025 

a - QI /}-{3 c-y - C1!245 - QI 035 - Ql0l4 

(8) 

with a + b + C = 1 - D'045' All of the QI and {3 can be ob-
tained from (8), using QI. 'k == 1 - Q and '-' .. = 1 + LY 

JJ lmn f-"'J kl i 

- (}I.1i for any value of k and l. We shall consider Ql045 
and the QI of the Regge symbol as negativelike and avoid 
them as arguments of r functions. In the following we 
shall use i,j,k for anyone of the indices 0,4,5 and 
l,m,n for anyone of 1,2,3.80, the positivelike D' are, 
(}l'mn and Qlilmo 

With this notation 

(9) 

where 

R;(O) = r(Ql123)r (Ql124)r(Ql125)r (Ql134)r (Ql135)r((}I234) r(Ql235) 
l' (QOl2)r( C1!0l3)r( Ql(23) 

(10) 

is the product of all the r(QI~"v) with A, /J., v to where the 
l' ((}I,\." v) of negativelike Cl' have been replaced by 
1'(1 - Cl'~"vl-l. The definition (9) describes only the 12 3-j 
symbols which correspond to the even transformations 
of the Regge symbol which do not change the second 
diagonal The other even transformations (even permu
tations of a, b, c) lead to Fp(4;05) and Fp(5;04L The odd 
transformations give F n(1;23), F n(2;13), and Fn(3;12)o 
We shall use the notation 

F)A) = Rp(A)Fp(A), 

Fn(A) == Rn(A)Fn(A), 

Rp(A)R n (A)=1, 

(11) 

where Rp(A) is defined as Rp(O) for A = 1,2,3,4,5. Note 
that the numerator of Rp(i) includes seven r functions 
and its denominator only three, and that these figures 
are inverted for Rp(Z). 

The Regge symbol (8) corresponds to six general 
3-j symbols which can be expressed with two of them 
by the following relations: 
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sill7r(r4 - r5)l~p(0) + sinrr(r5 - rJFp(4) 

+ sinrr(ro - r4 )Fp(5) = 0, 

sinrr(ro - r4 )Fn (1)= sinrr0'4mnF prO) - sinrrO'omnFp(4), 

(12) 

where the Fp and Fn are the 3-j symbols up to a phase. 
But Fp(0;45) can be replaced in (9) by any of the nine 
other Fp(O;A/l), leading to ten different formulas. In 
other words, among the 120 permutations of ru r 2, r 3 , r 4 , 

and r5 which lead to other values of a, b, c, 0', (3, 'Y, per
mutations of ru r2, r3 introduce no change in (9); the 
permutation of r4 and r5 changes the phase if r4 -r5 is 
not an integer, whereas any permutation limited to Fp 
does not change the value. Extension of the permutation 
to Rp is related to the symmetries of 3-j symbols and 
will be studied later. 

Among these nine other formulas, three are infinite 
sums for usual arguments. There are: 

1 
Fp(O;12) = 1'(- a _ b _ c)1'(a + c _ f3 + 2)1'(b + c + 0' + 1) (13) 

x 3F 2 [a + b + C + 2, b - {3 + 1, a + 0' + 1; a + c 

-(3+2, b+c+0'+2;1], 

1 
Fp(0;13) = r(- a + O')1'(a + c - (3 + 2)1'(2c + 2) 

X3F2[a+b+c+2, c+y+1, a-b+c+1; a+c 

- f3+2, 2c+2; 1], (14) 

and Fp(0;23) which differs from (14) by the exchange of 
a and b and the change of sign for 0', (3, 'Y. 

The six other formulas are: 

1 
Fp(0;14) == 1'(c _ 'Y + 1)1'(a + c - f3 + 2)r(- a + c - f3 + 1) 

X 3 F2[b-f3+1, c+'Y+1, -b-13; a+c-f3+2, 

-a+c-f3+1; 1], (15) 

1 
Fp(0;15) == r(- a + b + c + 1)1'(a + c - (3 + 2)1'(- b + c + 0' + 1) 

x 3F2[a+0' +1, a-b+c+l, -b-{3; a+c-{3+2, 

- b+ c+O' +1; 1], (16) 

1 
Fp(0;34) = 1'(a + 0' + 1)1'(2c + 2)r(- a + c - (3 + 1) 

x 3F 2[c+Y+l, -a+b+c+l, -a-b+c; 

2c+2,-a+c-{3+1;1] (17) 

and Fp(0;25), F p(0;24), and Fp(0;35) which differ res
pectively from (15), (16), and (17) by the same exchange 
of a and b and change of sign for 0', (3, y. 

These formulas present no interest except for nega
tive angular momenta. To each of them is related a 
Regge symbol including some negative numbers of which 
the transformation leads to six new generalized 3-j 
symbols corresponding to Fp(l) and Fn(i)o They are not 
equal to (6) in the general case. The five other formulas 
quoted in Ref. 9 are respectively Fp(3;25), Fp(2;01), 
Fp(3;0l), F n(0;23), and Fn(5;13) with the notation (7); 
they describe different generalized 3-j symbols except 
for the two Fp(3). 
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Dixon's theorem13•14 sums the expression (6) when 
0'={3=0 and gives 

(
a b C) [ a + b - c] o 0 0 ==exp[irr(a- b)]cos rr 2 

Jr(- a+ b + c +nr(a- b + c+l)1'(a+b- C+l)]1
/
2 

t 1'(a + b + c + 2) 

x 1'[(a+b+c)/2+1] 
1'[(- a + b + c)/2 + 1]1'[(a - b + c)/2 + 1]1'[(a + b - c)/2 + 1] 

(18) 

which generalizes the well known formula to any value 
of a, b, and Co They are different results for the other 
Fp and Fn; for example Fp(4) and Fp(5) differ from (18) 
by the argument of the cosineo 

4. EXISTENCE OF ONE INTEGER 

There are relations between some Fp(A) and Fn(/l) 
when 0';..,," is a negative integer (or zero) but also when 
f3 xlL is an integer. Let us consider this case. 

If (3ji is an integer, rj-ri is also integer and the re
lations (4) reduce to 

Fp(j) = (_)T j-T ;"Fp(i), Fn(j) == Fn(i). 

If 131m is an integer) 

Fp(m) = Fp(Z) , Fn(m) = (-)Tm-TIFn(l). 

If (3iJ is an integer, 

rr2Fn(i) = sinrrO'hlmsinrr O'h InFn(l), 

rr2F p(O = (_)T j-TlsinrrO'~ ImsinrrO'hlnF p(i). 

In the last case 

sinrrO'hlmsinrrO'kln = sinrrO' ilmsinrrO' iln 

= (-V j-T IsinrrO' ilmsinrrO'''lm 

= (_)r j-TlsinrrO' ilnsinrrO'kln' 

(19) 

(20) 

(21 ) 

(22) 

For the usual 3-j symbols, r's are integers plus -i, 

~, or i 0 Wnen, on the contrary all of them are inte
gers, the 0' are half-integers and 

(_)TrTkFp(i) = rr2Ji'p(l) , rr2Ji'n(i) == (-)Tm-rnFn(Z) (23) 

but there is no relation between the Fn and the Fpo 

There are only three negativelike 0' among the argu
ments of Fp(O) which are 0'145' 0'245' and 0'345 (- b - (3, 
- a + 0', and - a - b + c)o If 0'145 is zero or a negative 
integer, relation (5) reads 

_ rr2 _ rr2_ 
Fp(O)=. . F p(2)=. . Fp(3) 

Slnrr 0' 124sInrrO' 125 sIn rrO' 134sInrr 0' 135 

=(_)1l+8Fn(1)= . ~2 Fn(4) 
Slllrr0'12Ss1nrr(r3 - r4 ) 

(24) 

If any other O'lik is a negative integer, a similar rela
tion can be obtained by a permutation of indices 0 How
ever, if 0'045 is a negative integer the relation is 

Fp(1) =Fp(2) =Fp(3) = (- )"'045Fn(0) = (- ) "'045Fn(4) 

(25) 
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Relation (24) holds as long as the sines do not vanish. 
If there are other integers among the a, we need a more 
careful study. Relation (24) provides 60 equivalent for
mulas to compute expreSSion (6), but there are still six 
other groups of ten expressions which are independent. 
The three term relations (4) are such that these six 
other Fp or Fn cannot be expressed only with those 
bound by relation (24). 

When relations (24) are used, some unwanted r func
tions appear in the denominator for Fp(Z) and Fn(i); two 
of them can be inverted, introducing two other sines 
which cancel those of relation (24) in some cases. In 
particular, when b + i3 or a - a is an integer, from 
Fp(3;45), we get 

(
a b C) 
a f:3 I' 

= [. ( -b- )]r(a+c+i3+ 1)r(b+c-a+l)R (3) 
exp t1T a I' r(a+b- c+l) p 

X 3F 2 [- a - b - c - 1, - b - P, - a + 0'; - a - c -13, 

-b-c+a;I]. (26) 

When fJ + i3 or a - b + c is an integer, from Fp(2;45) we 
get 

(
a b 

a (3 

C)_ [, ( b )]r(a+b- y +l)r(2b+1) R (2) 
- exp t1T a - - I' r(a _ a + 1) p 

I' 
X3F2l- a - b - c - 1, - b - i3, - a - b + c; - a - b +1', 

(27) 

When a- a is an integer from Fp(3;24) and Fp(3;25) we 
get 

(
a b C) 
a (3 I' 

= [, (2 _b+ Q )]r(b+c-a+l)r(c-l'+l) R (3) 
expl1T a I-' r(b-c+O'+I) p 

x 3F 2[- a + b - c, b - {3 + 1 , - a + a; b - c + Q + 1 , 

- a - C - (3; 1], 

(
a b C) 
a {:J y 

(28) 

, r(b+c-<l+I)r(1+c-y) 
= exp[11T(2a - b + (3)] r(b _ c + a + 1) Rp(3) 

X 3F2 [- C - 1', a + a + 1, - a + QI; b - c + QI + 1, 

-b-c+a;I]. 

When b + (3 is an integer from Fp(2, 15), we get 

(29) 

(
a b C)_ l' ( 2b )]r(a+a+l)r(2b+l)R(2) 

-expZ1Ta- +a r(a-b+I'+I) p 

a (3 y 

x 3F 2 [a - b - c, a - b + C + 1, - b - i3; a - b + y + 1, 

A last kind of argument in the 3F2 is obtained from 
F p (3;12), 
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(30) 

c b C)=exP(i7T(a-b_ Y )] 

i3 Y 

X ______ R~L _________ _ 
sin1Ta/34 sin7Ta/ 35r(- a - b - C - 1 )r(a- C - (3 + 1) 

1 
r (-b ----1-) clF2la+b-c+l,b-(3+1,a+a+l; 

-c+a+ 

a- c- {3+1, b- c+a +1;1], (31) 

where 1 = 1 when b + {3 is an integer, 1 = 2 when a - a is 
an integer, or 1 has any of these values when 2c is an 
integer, 

Formulas (6), (13)-(17), and (26)-(31) display the 
twelve possible types of arguments for the 3F2; the 
120 3F2 can be obtained from them by the permutation of 
a, b, c and change of sign for ()I, [3, y. Formulas (6), 
(13), (26), and (31) lead to six 3F2 and all the others to 
twelve. For usual arguments (6), (26), and (27) in
clude three negative integers as numerator coefficients 
of the 3F2; not taking symmetries into account there 
are 24 such formulas. There are known" results of Van 
del' Waerden for (6) and Bandzaitis and Yutsis for the 
others. Also, in the usual case, there are two negative 
integers in formulas (28)-(30) which represent 36 3F2' 
They are Wigner's, Racah's and Majumdar's formulas 
respectively. There is only one negative integer in 
formulas (15)-17 and none in formulas (13), (14), and 
(31); nevertheless, these formulas could be used for 
negative quantum numbers. 

As there are r functions in definition (2) of Fp and Fn 
we must look more carefully to those with a negative in
teger argumenL When one of the (3 is a negative integer) 
_ n, the r cancels the n first terms of the series, rela
tions (19)- (21) could be obtained by this prescriptiono 
When one Qi, a

145 
for example, is a negative integer, 

the series F p(0;23), F p(2;03), F p(3;02), F n(I;45), 
Fn(4;15)) and Fn(5;14) in the definition of which 
r(a 145 ) appears are divergent because Qi145 is their 
convergence indicator. The result is mathemat-
ically undefined. However, we can sum, to some 
extent, these series as described in Appendix A 
and we can check that Fp(0;23) =Fp(O;45) for any com
plex value of a 145 , if the real part of - a 145 is not 
too large, There is no such problem of convergence 
for the 18 finite series, 

5. EXISTENCE OF MORE THAN ONE INTEGER 

As the sum of two a's without common indices is 
unity, two negative a have one or two common indices. 
When they have two common indices, they can appear 
as coefficients of the same 3F2; when they have only one 
common index, one and the positive value of the other 
can appear together, leading to quite complicated situ
ations where some of the previous results break down. 

When the a's which are negative integers have two 
common indices, relations (24) and (25) written for each 
of them are compatible. The second one adds a Fp and 
Fn to relation (24),_but a third or a fourth negative inte
ger adds only one Fn' The conditions that a 015 , Qi145' 

O!Z45' and a 345 are negative integers give no relation be
tween Fp(O), F p(4), and Fp(5) and these last two remain 
independent, 
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If (lI145 = - nand (lI045 = - m with m > n, the 18 finite 
series related by (24) are limited by n but F,(O;14), 
F';,(O;15), Fn{1;02), and Fn (1;03) in which there is 
[3Ql = 1 + m - n, start from n - m instead of zero. Among 
the 18 finite series related by (25), four includes - n 
and the others are limited by - m. 

To illustrate the conflicting situation, let us take 
b ± [3 integer. As Q!,24 = 1 + b - (3, the coefficients of Fp(2) 
and F (5) become infinite in relation (24); conversely, n __ 

the coefficients of Fp(2) and Fn(5) become infinite be
cause b + (3 is integer in the relation between these 
functions and Fp(4) obtained from Q!035 = - b + (3, The re
lations obtained from Q! 035 and Q! 145 are not compatible 
because the ratio of the coefficients of Fp(2) and Fn(5) is 
not the same in the two relations. However, formulas 
transformed as (26)- (30) no longer include an infinite 
coefficient. A closer look at the ten F /2) shows that, in 
the absence of other integers, Fp(2;Ol), F 1'(2;04), 
Fp(2;13), and Fp(2;34) are infinite sums which must van
ish by continuity with respect to - b + [3; in relation (24) 
they are indefinite (00 x 0). There is - 2b among the 
denominator parameters of Fp(2;05), Fp(2;15), F p(2;35), 
and Fp(2;45); for them [Sill7TQ!,24r(- 2b)J-' can be replaced 
by (-)b+~7T-1r(2b+l) if b- (3 is not an integer. Fp(2;15) 
and Fp(2;45) are finite sums because they include - b - (3. 

Fp(2;05) and Fp(2;l5) include - b + (3 and are infinite 
sums, but if - b + {3 becomes an integer, the terms 
from b - !3 + 1 to 2b vanish and the finite sum limited by 
- b + (3 plus the infinite sum beyond 26 verifies relation 
(24). For Fp(2;14), S = - b + (3 and [Sin7T0!'24rtS)J-1 can 
be replaced by 7T-' r(1 + b - (3). The last one, Fp(2;03), of 
which the convergence parameters is - b - (3 becomes a 
finite series related to Fp(4). 

In conclusion, we can replace [sin7Ta ,24 ]-1 by 
(_)-b+B7T-1r(0) and reO) can be used to change r(O)r(- n)-' 
into (_)nr(n+l) for any positive integer n appearing in 
a meaningful case (five among the ten). Such a limit 
must be taken carefully because a too simple corre
spondence sinlTn-1 ~ (- )nr(O) is misleading [simTn 
=sin7T(l_ n) for any value of nJ. The set of relations 
can be written: 
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1T2 F (4) '" (Q! ) 1Tr(O) F (2) 
sin1TO! sin7T{3 n 145 sinrr" p 125 43 1-'54 

7T
2 

F (0) '" (a rrT(O)-
sinlTa sin1T{3 n 035) sin7T{3 Fp(2) 235 01 50 

1Tr(O) -
'" (Q!035) -'--{3-Fn(5), 

SlnlT 12 
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(32) 

(33) 

(34) 

(35) 

where :::(Q!~ .. V> means, when the series is defined, one 
should take the series limited by (}IA~Y or the finite 
series plus an infinite one (the finite series not limited 
by (}Il~v' without an infinite one does not verify the re
lation). In this case f352 = - 2b is a negative integer; re
lation (21) fails, but gives the value of the infinite se
ries (beyond 2b + 1) of Fp(2) in terms of Fn(5) and Fp(5) 
and Fn(2) to a sign, 

When 0!245 = -a + Q! is also an integer, there is com
patibility between (}I,45 and 0!245 but not between 0!24"> and 
(}I035' Relation (32) is completed by 

- - 7Tr(O) -
Fp(O) = (-)"'245Fn (2) " (0245) --. -(3-Fp(l) 

SlnlT S4 

= (_ )""45 _~r(OLFn(5). 
sm1T{332 

(36) 

A detailed verification of Fn(5) shows no effect of 0!035: 
one needs only the first series, finite of infinite; when 
there are two parts of the series they have opposite 
signs; the only undefined expreSSions are Fn(5;04) and 
F n(5;34). Relation (33) reduces to 

_ _ 1T2_ 
Fp(4) = (_)"035Fn (3) =-.----.--Fn(O) 

sin 1T O! 235sln 1T (301 

rrr(O) (- - rrr(O) -
'" (0!035)-'--{3- Fp(l), Fp(2)]" (O!035) -'--r:;--Fn(5), 

sln1T 50 sln7T ",12 

(37) 

but the relation with Fn(5) holds only when Q!035 is pres
ent, otherwise, it is 00 xO because [312 vanishes. Rela
tion (34) stays and relation (35) disappears. 

When Q!034 = - a - O! is an integer, the modifications of 
relations(32)-(35) are similar but interchanged with 
respect to Fp(O) and Fp(4). 

With four negative integers, there are two conflicting 
situations. In the first one, the negative integers are 
on the same row or column of the Regge symbol. With 
the last row, from O! 145 = - b - {3 and a 045 = - a - b - c - 1 , 
we get 

F (0) = (_)"145F (1) '" (a ) ~r(o) F (2) 
p n 145 sln1Ti3

45 
p 

" 1Tr(O) -
"" (Q!,45)(-) 145 -'-{3-Fn(5), 

sln1T 23 
(38) 

and from 0'045 and O!034 = - a - o!, or 0: 025 = - C - Y, a Simi
lar relation for Fp(4) and Fp(5). These three sets of 
formulas are related by 

Fp(O) s~n1TQ'012 Fp(4) + sin1TQ!013 Fp(5). (39) 
sln7TQ!124 sln1TO!13S 

~ote the d~fference of Sign between Fp(2) and Fp(3) or 
Fn(4) and Fn(5) in expression (38), whereas there is no 
difference of sign in relation (25) which holds when (}I045 
only is a negative integer. 

The second conflicting arrangement with four integers 
is a ± Q! and b ± {3 integer. In this case 
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but the relation with Fp(1) and Fp(2) holds only when 
<l!245 or <l!14S respectively are present. Also 

= ~r(~) [Fp(1),Fp(2)] :::(_)"'035'T,-T2r(0)r(0) 
sln11,..,so 

(40) 

x [Fn(4),Fn(5)]. (41) 

The transformation to an hyperspherical basis of a 
two-body harmonic oscillator wavefunction leads to a 
generalized 3-j symbol10 for which a± u are the radial 
quantum numbers, a ± (b - c) are the hyperspherical and 
the hyperradial quantum numbers; in the simplest cases 
b ± f3 and c± yare half-integer. Seven different formulas 
were given, which lead to the same result for any value 
of two parameters (b ± (3 for example). We found 

2 

. 11. f3 [Fn(O), Fn(5)]= (-)"245Fn(2) 
sln11u 234s1n 11 S1 

=(_)"'345Fn(3)=_~r(o) F
p
(1)=(_)Q245 ~r(O) Fn(4) 

Slll11/34S Slll11/331 

(42) 

A trivial symmetry of this problem was the change of 
sign for the magnetic quantum numbers which is the 
change of sign for the r and permutation of (045) with 
(123), as can be seen in (7). The seven formulas of 
Ref. 10 are Fn(4) [by symmetry Fp(1)]. A Fp(5;24) was 
previously published. 11 In fact, there are eight formulas 
with two negative integers among the numerator para
meters of the 3F2 [four Fp(1) and one Fp(O), Fp(2) , Fp(3), 
and Fp(5)J and_twenty for~ulas ~ith only o~e nega~ve 
integer [four F p(0),Fp(1),Fp(2),F p(3), and F p(5)J. Fp(4) 
and Fn(1) cannot be used except by their linear combina
tion shown in (42); anyway, they include no negative in
teger. Consequently there is no conflict in this situation 
with four integers. 

When <l!OlS = a - b - c is also negative integer we get 

Fp(O) = (_ )'0-T5F p(5) = (-) "'245Fn(2) = (_) "' 34SFn(3) 

= ~r(O) [F (2) F (3) -F (1)] Slll11{354 p , P , P 

=(_)'"345 ~r(0) [F (0) F (5) -F (4)J 
sln1TjJ12 n , n , 17 , 

Fp(4) = (_)"'OlSFn(1):::: (_),5-rOr(0)r(0) [Fp(2) , F p(3)J 

'" (- )"'OlS,T3-T2 r(0)r (O)[Fn(O) , Fn (5)], 

(43) 

(44) 

but the relations denoted by ::::hold only three times, the 
other values being 00 x O. When Qll45 = - b - (3 is a nega
tive integer 
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7T
2 

'F (0) F (5)]= 11r(O) F ( ) 
sin7T<l! sin7Tr.1 lL' n 'n sin11{3 p 1 124 ""S3 45 

(45) 

and Fp(4) is independent. There is a similar relation 
when Ql 02S =- c-y is a negative integer. 

The most important case is when Q! iik and the nine 
Q! lij are negative integer because it is the usual one. 1S 
Then 

Fp(O) = (- )"'14sFn(l) = (- )TO-T4Fp(4) = (_ )To-r sF p(5) 

= (- ),4-T5 r(0)r(0)Fp(Z) = (- ) "'14S+T2-T3r(o)r (O)Fn(i) 

(46) 

leading to 120 formulas for the same 3-j symbol. In 
(45) and (46) 1 stands for 1, 2, and 3 and i stands for 
0, 4 or 5. Among them 96 are finite sums. 

6. SYMMETRIES 

Up till now we considered the generalized 3-j symbol 
(6) and we investigated how many formulas can be used 
to obtain it. Conversely, each formula can be inter
preted as twelve generalized 3-j symbols, which means 
that there can be symmetry properties between 1440 
generalized 3-j symbols. To study them, we have only 
to consider the six r parameters (7L 

The six r parameters divide into two subsets: ro, r 4 , r5 
on one side and ru r2 , r3 on the other side. Their per
mutations and the change of their Sign generate the 
1440 3-j symbols. We can establish the following prop
erties: 

(1) ru r2 , r3 can be permuted. This symmetry is triv
ial and introduces no sign. 

(2) ro, r4, r5 can be permuted two by two if their dif
ferences is an integer. Permutation of r4 and rs is triv
ial. Permutation of ro and r4 leads to 

(47) 

which means invariance if ro - r4 is an integer, 

(3) The transformations above are the even transfor
mations of the Regge symboL The simplest odd trans
formation is the change of sign for QI, {3, y, r4 - - ri, r5 
- - r2 , ro - - r3, which leads to 

If a + b + c = - Ql345 is an integer, 

(
a b C )=exP[i7T(a+b-C+2y)](a b C) 

(49) 

-Q! -/3 -y u {3 y 

which reduces to the usual relation when Ql014 = - C + y 
is also an integer. In such a relation r" r2 , r3 can be 
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permuted. If 0' 145 or 0' 245 is an integer we obtain other 
relations related to even permutations of a, b, c in the 
right-hand side of (49). 

These symmetries are the usual Regge's symmetries. 
Permutations of a r i with a r, lead to Yutsis's mirror 
symmetry; they do not keep the structure of the square 
roots Rp(A) or Rn(A) and introduce negativelike arguments 
in the r functions. In that, we cannot follow Yutsis' 
rule because it is not an analytical continuation. Let us 
consider how Yutsis introduces his rule: The change 
1- - 1- 1 into (1 + m) 1/ (1- m)! introduces a "phase" 

r(-l + m)r(l- m + 1) sin1T(l + m) 
r(-1-m)r(1+m+1) =sin1T(l-m)' 

For any complex value of m, this reduces to (_)21" 

(50) 

when 1 is an integer or half-integer; for any complex 
value of 1, this phase is (- )2m for any integer or half
integer value of m; when 1 and m are both integer or 
half integer, this phase is mathematically undefined but 
is taken as being (- )2m by Yutsis, in contradiction with 
the analytical continuation from 1 to - l- 1, as discussed 
above. The square root introduces an ambiguity of sign 
which depends on the path of analytical continuation. 

By permutation of r1 and r4 in (9) we get 

(
-a-1 b C)=eXP(i¢)(a b c) 

0' (3y O'~y 

(51) 

with 
1/2 

exp(i¢) =exp[i1T(- 2a _l)j(!'(QOI2)r( Qoulr (Q24S)r(Q34S») 
\r (Q024)r (Q034)r (QI2S)r (0' 135) 

1/2(52) 
_ [. (2 1)](Sin1T(c-b+a)sin1T(0'+a») 
- exp Z1T - a - sin1T(c _ b _ a)sin1T(O' _ a) • 

This phase vanishes for a = - t. It is the phase for a 
path which is symmetric for a - - a - 1 in the complex 
plane; its value is ± 1 for all integer or half-integer a. 
If the path is chosen along the real axis the phase of 
sin1T(O' + a)/ sin1T(O' - a) increases or decreases by 1T with 
respect to the sign of the imaginary part of 0' when a 
increases for a half-unit. Consequently, when the signs 
of the imaginary parts of (c - b) and 0' are identical, 
the square root is exp[i1T(2a + 1)] for any integer or 
half-integer value of a; when these Signs are opposite, 
the square root is 1 for these values, We obtain 

(-a-1 b c) 
\0' {3y 

(: : :) (53) = (_) (a +1 /2) [SignUm (c-b) }-Sjgn(lm( or») J 

for any value of b, c, 0', and fJ when a is an integer or 
half-integer. The path can be deformed; then 
Sign{Im(c - b)}= 1 means that the zeros b - c + n1T are 
above the path and the poles c - b + n1T below it. 

Permutation of rs and r2 leads to a phase deduced 
from (52) by cyclic permutation of a, b, c. Permutation 
of ro and r3 leads to 

(
a b - C_1) 

0' {3 y 
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1/2 
=(Sin1T(a - b + c)sin1T(y + c») (a be) 

sin1T(a - b - c)sin1T(y - c) 0' {3 y 

=(_)(C+l/2)[Slgn(I'll(b-a»)-Slgn(Im(,»)J (a b C) 
0' {3 y 

(54) 

when r3 - ro=2c + 1 is an integer, using (21). If b + {3 or 
a - 0' is an integer, (24) can be used, but it is more re
strictive than (21). We can note 

(1) the phase for the change of sign of a, b, c is cyclic. 

(2) there is no phase for a - - a - 1 when a is half
integer. 

(3) if there is a phase (- )2°", this phase disappears 
when the sign of magnetic quantum numbers is changed: 
Relation (49) holds with the actual values of (I, b, c in 
contrast with Yutsis' notation. 

(4) the phase for a - - a -1, b - - b -1 is the product 
of the phases for a- - a -1 by the phase for b - - b - 1 
with a changed into - a - 1. As a and b must be half in
tegers, we can define the path with respect to the imag
inary parts of 0', {3, and c; roles of a and b can be inter
changed, 

(5) there is a difficulty for a- - a - 1, b - - b -1, 
and c - - c - 1 when anyone of a, b, and c is half integer 
because no parameter is left to define the path, How
ever, very different relations can be found when there 
are more than one restriction on the r, 

For example, let us consider the relation (51) when 
(c - b) and 0' are integers: When all the poles are on the 
real axis, the square root of (52) reduces to a sign 
(_ )2C-2b+2 O< and 

(
-a-1 b C)=exp[i1T(_2a_1)](a b c) (55) 

0' (3y O'{3y 

for any value of a. If c - b or 0' is half- integer the 
symmetric path cannot be used because it goes through 
the singularity; a detailed study of the behavior of R~(O) 
in the vicinity of a = - t when going along a small circle 
shows a change of sign between a = - t + E and a = - t - E 

which compensates the phase 2c - 2b + 20' and the rela
tion (55) holds. A similar relation can be obtained for 
any complex value of c only if b ± {3 and a ± 0' are nega
tive integers, using (40). 

In conclusion, the analytic continuation a - - a - 1 for 
integer or half-integer values of (I, when the other 
quantum numbers are complex, introduces a phase ± 1, 
depending on the path, but never i as in Yutsis' nota
tion. Furthermore there is a phase ± exp li7T(2a + 1)] for 
any complex value of a if some other quantum numbers 
are integer or half-integer. 

7. SUMMARY AND CONCLUSION 

A generalized 3-j symbol is defined by two sets of 
three parameters (rp r 2 , r 3) and (ro, r4 , rs) where ro 
plays a special role. To compute each of them, there 
are ten formulas related to permutations of rl' r

2
, r

3
, 

r4, r5 and there are twelve independent definitions with 
respect to what is selected to be ro and an overall sign 
for the r. There are three-term relations between any 
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of these independent definitions. However, if the dif
ferences between two r or some combinations of them 
are integers, the twelve definitions become identical, 
leading to 120 formulas among which there are 12 dif
ferent patterns for the usual conditions on the angular 
momenta. 

Each formula can be interpreted in six independent 
ways as generalized 3-j symbols (permutation of ru r 2 , 

r3 ). Permutation of ro, r4> and rs gives new coefficients 
if their difference is an integer. Exchange of (r1 , r2 , r 3 ) 

with (r4, r s , ro) and change of sign gives relation to 
another set of coefficients if rj and r m can be found 
among ru r2, r3 such that t + ro + rj + r m is a positive 
integer, but this relation includes a coefficient which 
reduces to the usual phase for angular momenta. If all 
the differences r i - rj are integer we get the 72 coeffi
cients of Regge's symmetry. In aU these permuations, 
the arguments of r functions remain positivelike and 
there is no problem of phase. 

Keeping ro fixed, permutations of the other r's give 
relations to other generalized 3-j symbols which are 
usually considered as analytic continuation of the usual 
oneso These relations reduce to a phase when the per
muted r differs by an integer 0 This phase is always + or 
- and depends on the path of analytic continuation (a 
phase i can be obtained only if the path goes through a 
zero and a pole). So, there are 12 sets of 120 general
ized 3-j coefficients for any value of the r. Each of them 
can be obtained using ten different series, finite or in
finite, which can be summed up when all the r are small 
enough even if they diverge, using the method described 
in Appendix A. When the differences between the rare 
aU integers there are 1440 related 3-j symbols and, in 
principle, 120 formulas for each of them. 

The follOWing patterns: 

+ + + + + + -

+ + + + + - - - + (56) 

+ + + + + - + 

are respectively those of the Regge's symbol for the 
usual 3-j symbols and after the change a - - a -1 for 
1, 2, or 3 angular momenta (the sign of the sum of rows 
is given in subscripts)o Instead of the analytic continua
tion, the Sign of which cannot be easily defined, we 
suggest that any generalized 3-j symbol be defined by 
such or such expression with respect to the first 
pattern. 

This work did not take into account the pattern 

+ + - + - - - + 

+ + + + - + + + -
+ + + + - + + + -

(57) 

+ + - + - - + 

- - + - + - - - -
- - + - + - - - -

which occurs if the usual relations between arguments 
are kept except that c> a + b, because we know no ex-
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ample of these coefficients o Their study is more diffi
cult, due to the definition of positivelike arguments of 
r functions and the relative position of negative integers. 
Note that (56) and (57) do not present all the possible 
patterns. 
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APPENDIX A: EVALUATION OF DIVERGENT 
SERIES 

Let us consider the infinite series 

3F2[a, b, c;e,!;l] 

-1+ ab~ + _abc (a~!l~+lUc+1) + (A1) 
- efx1 efX1 (e+l)(t+1)X2 ... 

and its convergence parameter 

s=e+/-a-b-c. (A2) 

The series (AI) converges only if Re(s) > O. In fact, it 
converges quite slowly if Re(s) is not at least 2 or 3. 
Let us introduce a hypergeometric series and a para
meter D, 

DX 2Fl [A, B;C ;1] 

[ 
AxB AXB (A+1)(B+1) + J 

=DX 1 + cx1 + CX1 (C+1)x2 ." (A3) 

such that the nth term of (A1) and the nth term of (A2) 
coincide to a relative error n-4

• We get 

A+B-C=-s=a+b+c-e-h 

A 2 + B2 _ C2 = ~ + Ii + c2 _ e2 _ f2, 

A 3 + B3 _ C3 = a3 + b3 + c3 _ e3 _ f 3 , 

D- r:~)r(f)r~~L~(B! 
- r(c)r(a)r(b)r(c)' 

The sum 5 of 3F2[a, b, c; e,f;l] - D2F1LA, B; C; 1] con
verges if Re(s) > - 3 leading to the result 

3F2La, b, c; e,!;l] 

(A4) 

=S+D2F1LA,B;C;1] (A5) 

, r(e)r(f)r(s)r(A)r(B) 
= 5 + r(a)r(b)r(c)r(s + A)r(s + B)' 

In particular, the relation 

1 
r(e)r(f)r(s) 3F 2[a,b, c; e;/; 1] 

5 r(A)r(B) 
= r(e)r{J)r(s) + r(a)r(b)r(c)r(---'s -:-+'-=A")r=('-s + B) 

(A6) 

holds for s = 0, - 1, - 2 when the term 5 disappears, but 
is invalid for the other negative integer values. 

This method of evaluation for the 3F2 is consistent 
with Thomae's transformation as, for sufficiently small 
coefficients, the ten Fp(i) or Fn(i) give the same result. 
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TABLE I. Sbift of Whipple's parameters for contiguous functions. 

F F(A+1) . F(B+l) F(C+l) F(D-1) F(E-1) 

Yo =1.[5 + ZA+2B+2C - 4D - 4FJ 
6 

1'1 = !..C-l + ZA -4B-4C +2D+ 2EJ 
6 

Ya =!"c-1-4A +2B -4C+2D+ 2EJ 
6 

Y3=~[-1-4A - 4B +2C+ 2D+2EJ 

r4 =!..[-1 + ZA + 2B+ 2C +2D-4EJ 
6 

r5 =!..(-1 + 2A +2B+ 2C -4D+ 2EJ 
6 

Notation 

() 

o 
o 
o 
o 
o 

APPENDIX B; RECURRENCE RELATIONS 

, 
'3 
1 
'3 

2 
-"3 

2 
-'3 

1 
"3 

~ 

Recurrence relations between contiguous 3F2[A, B, C; 
D; E; z 1 have been studied by Rainville's but we know of 
no study of the recurrence relation for 3FZ(A, B, C; D, 
E;1 J based on their symmetries. 

The simplest recurrence relations are 

AbF2(A,B, C; D, E; z]- 3F2(A + 1, B, C; D, E;z]} 

ABCz r ] +--w- 3F 2lA + 1, B + 1, C + 1; D + 1, E + 1; z :::: 0 

and 

(D-I) {:;Fz[A,B, C; D, E; z1- 3F2[A. B, C; D-l, E;z1} 

(B1) 

I 
3 

-~ 
~, 

-i 
1 
3 

~ 

From (B3) we obtain 

~ 

-~ 

-~ 

-~ 
1 

-"3 

2 
"3 

~ 

-~ 
I 

-3 

1 
-3 

2 
"3 

-! 

i,j,k,l,m,.O 

-! 
-~ 

-~ 

-~ 
2 
3 

2 
"3 

(B6) 

l(ij;kl)Fp{O) + g{i,j)F;i, j)(O) - g{k, l)F;k, I )(0) =0, (B7) 

I' (ij;kl)Fp{O) + g' (i,j)F;(i, j)(0) - g' (k, l)F;(k, 0(0) = 0, (B8) 

where 

1{ij;Ill) == h(ij;kl) - h(ij;ij) 

(B9) 
ABCz (B2) 

+ IJE 3F 2(A + 1, B + 1, C + 1; D + 1, E + 1; zJ=O 1'{ij;kI} =h(kl;kl) - h(ij;kZ) 

Elim inating F ( + ) = 3F 2 (A + 1 , B + 1, C + 1 , D + 1, E + 1; z ], 
we get four independent relations between SF2(A, B, C; D, 
E; z] and five of the ten contiguous functions. Table I 
gives the Whipple's parameters r in terms of A, B, C, 
D, E and their shift for contiguous functions. 

We can note the occurrence of four shifts by t and 
two by - i or four shifts by - t and two by {. Conse
quantly we shall note by F~I.i)(D) the function defined 
by (2) for which rj and rj are increased by i with res
pect to those of Fp(O) and the other y decl"eased by t; 
Similarly for F;(/,J)(O), rj and rj are decreased by~. 
With respect to Whipple's parameters, F(+) is a 
contiguous function whereas in the usual sense it is not. 

Therefore, there are 30 contiguous Fp ±Cl, J)(O) of Fp(O); 
the ones with positive shift are given in Table II in terms 
of A, B, C, D, E and of 3-j symbols. Replacing the 3F2 by 
Fj>(O) in (B. 1) or (B. 2) and using the symmetry property 
and also relation (4), one gets a recurrence relation be
tween F~(O) and any two of its contiguous functions. All 
these recurrences can be collected into three types, of 
which the most important is 

where 

475 

h(ij, kl)=1 +4 (rk + r , - rj - r j ) 

+ r/r j + rkr, +r; + ~+r;+ri-i~ri, 
g(i,j)=D:/JkD:WD:/ j "" i,j,k,l,m*O 

== 1, i or j = 0 
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(B4) 

(B5) 

=i (r, + rj - r k - r 1) + rkr1 + ~ + r; - rir j - r; - '0. 
(BI0) 

When written for the Fp(O), relation (B3) becomes 

h(ij;kl)F prO) - g'(i,j)Fp (i. j)(O) - g(kl)F;k. 1)(0) = 0, (Bll) 

TABLE n. Shift of 3F2 and 3-j parameters for contiguous 

Whipple's parameters. 

i,i A B C D E 

0,1 o -1 -1 -1 -1 

0,2 -1 0 -1 -1 -1 

0,3 

0,4 

0,5 

1,2 

1,3 

1.4 

1,5 

-1 -1 

o 0 

o 0 

o 0 

o -1 

l 0 

1 0 

o -1 -1 

o 0 -1 

o -1 0 

-1 0 0 

000 

o 1 0 

Q 0 1 

d b c a 

! 0 -!_! 
o ! -! 0 

o 0 

-! 0 

o -! 

o 

, ., 
o 
o 

o -1 

--t -! 
--! 0 

o Q 

o i 
2,3 -1 o o o o -0 1. 

2 o 

{3 'Y 

1 

o 
o 
1 
2 

-! 0 

o ! 
-1 1 

-! 0 

2,4 

2,5 

o 1 o 1 o -! 1 
2 o t -! o 

3,4 

3,5 

4,5 

o 1 

o 0 

o 0 

1 1 

o 0 

1 1 

1 0 

1 1 

1 -0 0 

o -! 0 

1 

1 

o -! 
-! -t 

o 1 

! -! 
! 0 

o 
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where 

g(i,j) =E(i,j)(O' wO' WO' limO' iin)'/2, 

g (i, j) =E(i,j)(O'klmO'h1.O'Am.Ci Im.)1 /Z, 

with 

(B12) 

(B13) 

E(i,j)={ 1 if i or j=O and i,j*4 or 5, 

-1 if i andj *0 and i or j=4 or 5. (B14) 

In (BI2) are all the O'vv with i and j; in (B13) are all the 
0' ~ .. v without i and j. 

When written on the 3-j symbols, the phase (B14) is 
simple because E(i,j) = 1 except for d4, 5) = - 1. With the 
coefficients given by (B4), (B7), (B8), (B12), and (B13) 
we can write a recurrence relation similar to (Bll) 
between a 3-j symhol. and any two of the 30 contiguous 
ones. 

for any value of a, b, c, (jI, (3, and y. 

As can be seen in Table II, these recurrences do not 
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include the ones on an angular quantum number because 
the change of n into a + 1 does not lead to a contiguous 
coefficient. A recurrence between a, a-I, a + 1 can be 
derived from three elementary recurrence relations. 
Our definition of a contiguous 3F2 differs from Bailey's 
definition. 19 
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Exact statistical mechanics of some classical 10 systems 
Tassos Bountis and Robert H. G. Hellemana) 

Institute for Fundamental Studies, Department of Physics and Astronomy. University of Rochester. 
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(Received 8 August 1977) 

The classical partition function QN is calculated in closed form for the following ID N ·body "hard·core" 
potentials, V = !.,N~ 1 (gx, + b !Ix, - x, -10, i.e., a Coulomb nearest neighbor "chain" in a uniform 
field, and V = (1!2)~~ 0 I,N~ 0 exp (ix, - xjl), a "fluid" with exponential interactions. The QN for 
both systems is separated into a product of N, similar, tractable integrals each depending on a different 
value of the index i. All thermodynamic variables are obtained in closed form. In the limit, as N----+oo, 
most of them do not linearly increase with the size of the system, i.e., they are not "extensive." This is 
also discussed in terms of the "stability" and "temperedness" properties of the potentials. Nevertheless, 
both systems do have a heat capacity which is "extensive." 

1. INTRODUCTION 

There are few N- body problems whose classical par
tition function is known exactly. Even for one-dimen
sional systems t with interparticle potentials other than 
linear or quadratic in the space coordinates, formida
ble calculational difficulties arise. Additional external 
fields can, in many cases,2 complicate matters even 
further. 

We will evaluate exactly and in closed form configur
ational partition functions 

Q N == J dXN exp[ - (3V(xN )], (10 1) 

with {3 == l/kT, xN == (xl> ••. ,x I, ••• ,x N) and T the tem
perature, for certain claSSical one-dimensional (ID) 
systems with anharmonic N-body potentials, V(xN ). In 
some cases, an external, uniform field will be included 
in V(xN ). 

The multiple integral Q N, (10 1), is, for general 
anharmonic potentials, extremely difficult to compute. 
We have been able to find, however, for two specific 
examples, nontrivial coordinate transformations, which 
separate Q N into a product of N, similar, tractable in
tegrals each depending on a different value of the index 
i (i =1,2, •.. ,N). Such systems are to be distinguished 
from the simpler ones discussed in Appendix C, in 
which an obvious transformation separates the Q N into 
a product of N identical integrals, independent of the 
numbering of the degrees of freedom. 

Section 2 deals with the nearest neighbor Coulomb 
potential in a uniform field 

N 

V(XN)=6 {gxj+b/lxj-xi_tl}, (1.2) 
I.t 

with g, b > 0, as an example of a wider class of poten
tials which are amenable to our treatment. Takahashi, 3 

Giirsey,4 et al. introduced a similar separation method 
for linear assemblies with general nearest neighbor po
tentials. Their results, however, are not applicable 
when an external field is present in the problem, as in 
(1.2). This more general case was also treated by 
Montroll,5 who obtained an expression for the equation 
of state of a ID system of particles with arbitrary 
nearest neighbor potential. 

aJ Present address for both authors: School of Physics, Georgia 
Institute of Technology, Atlanta, Georgia 30332. 

In Sec. 3 we treat the exponential potential 
N N 

V(xN)=i 6 6 exp(lxl-xjl), 
;=0 1=0 

(1. 3) 

in which we allow interactions between all particles. 
Kac, in 1959, calculated exactly the partition function 
for a ID "gas" with pair interaction - exp(- Ix; - Xj I) 
plus a finite size hard core. 6 His approach, however, 
and his results for the fundamental thermodynamic vari
ables are quite different from our own. 

In each of the above two cases, (1. 2) and (1.3), we 
display in Secs. 2B and 3B, explicit formulas for the 
free energy F, the internal energy U, the heat capacity 
C, etc. In Sec. 2A we also obtain the average length L 
and the thermal expansion coefficient a of the Coulomb 
gravitating (CG) "chain," (10 2). 

In 2B and 3B, taking the N - 00 limit, we find for both 
systems that the "bulk"-limit of F/N and/or F/L is not 
finite. Hence not all appropriate thermodynamic varia
bles will be extensive, i. e., proportional to the size 
of the system. The divergence of U/N appears as a 
constant, dependent on N but not dependent on T. There
fore, the C/N for both systems turns out to have a 
finite value in the infinite N limit. The divergent term 
in U /N could, of course, be removed by subtracting the 
appropriate function of N from the Hamiltonian. ThiS, 
however, does not affect the calculation of L which still 
remains a non extensive quantity. 

2. COULOMB INTERACTION IN A UNIFORM FIELD 

Consider a one-dimensional "chain" of N particles in 
a uniform field of strength g, which are coupled to each 
other by some nearest neighbor interaction v(?'), where 
y== Ixl - x i-tl and i= 1, 2,.0. ,N. The potential energy 
for such a system is 

N 

V(xN) = 6 {gXj +v(lx i - xi_tl )}. (2.1) 
1=1 

One end of the chain is fixed at the origin of the co
ordinates, 10 e. , 

Xo(t) == ° for all t, 

while the other end is free to move between zero and 
infinity. In addition, the particles have O-diam hard 
core, i. e., they do not go "through" each other, 
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As an example we evaluate QN, (L 1), for the "chain" 
with Coulomb interaction vir) = l/r, and compute its 
thermodynamic properties. The potential energy is 

N 

V(xN ) = 6 {xi + b/(x l - x l_1)}, (2,4) 
i=1 

for any b> 0 and g= 10 Equation (204) may be thought of 
as the potential for an array of N identically charged 
particles subject to a uniform gravitational field ("CG" 
system). 

We introduce the simple but important identity 
N N 

6 X;=6 (N+1-i)(x;-x i _1), (2,5) 
i~1 i=1 

and perform a linear transformation 

r;=xi-xi_h i=1,2,.00,N, 

whose Jacobian is easily shown to be unity. 5 Then upon 
substitution from (20 5) and (20 6) in (20 4) we find that 
(1. 1) yields 

QN= 10'" dY1'" 10'" drNexp [- f3 E {(N + 1-i)r; + b/r;}]. 

(2 0 7) 
We have thus separated the N-fold integral into a 

product of N single integrals each depending on a dif
ferent value of the integer variable 

n=N+1-i 

and can rewrite (2.7) as 

N ~ 

QN= IT 10 drexp[- tl(nr+b/r)]. 
""1 

(2.9) 

All expressions will become dimenSionless, if one in
serts the appropriate dimensional constants, 

The one-dimensional integral on the rhs of (20 9) is 
known7 in closed form: 

qn = j~ 00 dr exp[ - tl(nr + b/r) 1 = 2(b/n)1 12K1 (213Vnb), 

(2010) 
where K1 is a modified Bessel function of the third 
kindo 8 Hence the Q N for the CG system finally becomes 

N 

QN=2N(b N/N!)1/2 ITK1(2tlvnb\ (2011) 
",,1 

It clearly follows from the above discussion that the 
Q N for a general potential (2,1) can be similarly 
evaluated if the integral 

qn= Ir~ drexp[- tl(nr+v(r))], (2.12) 

where ro is the hard core diameter, 9 can be found in 
closed form as an explicit function of no 

A. Thermodynamics of the Coulomb-gravitating system 

The full canonical partition function1 is 

Z N=\ NI2Q N, \= 27Tm/h2(3, (20 13) 

with m the mass of each particle, h Planck's constant, 
and QN given by (2011), Note that a factor l/N! is not 
present in (2.13) because we are concerned with one 
specific particle ordering,l (203)0 We now compute 
the free energy 
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F= - kT logZN 

= - k T{ ~ (log4b\ - 10gN!) + EI logK1 (2J3M)}, 

the internal energy per particle (2. 14) 

U 1 a 
Nk T = - !\l!? T af3 logZ N 

= ~ + 1. t 213M Ko(2f3M) 
2 N ",,1 K1 (2 tl M) , 

in units of kT, and the specific heat (at constant pres
sure, P=O) 

C 1 au 
Nfl = Nk aT 

= 1.. + 2b(32(N + 1) _ 1. tf! + 2f3v'ilb K o(2(3v'ilb)}2 
4 N ,.,1 t 2 K1 (2(3v'ilb) , 

(20 16) 
which varies between the values 1 at T = 0 and ~ at 
T="", in units of Nko The average length of the "chain" 
is 

_ -1 r '" j' "3 r x2 [1 L ~ (x N) = Q N J 0 dx N • •• 0 dx 2 J 0 dx 1 X N exp - (3 V • 

(20 17) 
We indicate in (A6, A7) how to evaluate this N-fold 
integraL N 

L=.fb 6 {K2(2tlvnb)lJnK 1(2/3vnb)}. (2,18) 
"=1 

The coefficient of thermal expansion, 0', is obtained 
as 

1 aL 0'=-
L aT 

= 3!?.G + 2k(32b t {1_[K2(2(3vnb)]2} 
L ",,1 K1(2{3vnb)' 

(2,19) 

In deriving the above formulas we make use of the 
derivative and recursion relations for the Kv Bessel 
functions; cf. Ref. 8 Sec. 9.6.26,27. 

B. The N-+oo limit 
In Appendix A we prove that the free energy, per 

jwrticle, of the CG system diverges as the number of 
degrees of freedom, N, tends to infinity! Moreover, we 
calculate there explicitly that 

L/Nv~ 2~/1N (2.20) 

and also that the coefficient of thermal expansion, a, 
satisfies 

(l .;;:00 10g:V/NI/2; (2,21) 

hence Land (oL) are IWt extensive parameters of the 
system, Equation (2,20) may be explained by notiCing, 
from Appendix A, that our limiting procedure for 
N - oc is equivalent to taking the tl- oc, 10 eo, T - 0, 
limit of the finite N case. Therefore, as N increases, 
the distance between the ith and the (i - l)th particle, 
di' tends to the (mechanical-) equilibrium value of the 
separated potential in (207), 

Vi (r) = (N + 1 -i)r + b/y, (2,22) 

L e" di - (b/N + 1 - i)l 12, Summing up the d;'s we also 
recover (2,20) by this method: 

.v N 

L =:0 d. - .fb 6 n-1 / 2 ~ 2VbN, 
i=t e N"'rx> n=l N"oo 
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where we have used definition (2.8) and (Ala). 

It is clear from the above considerations that the CG 
system, in the "bulk"-limit, behaves like a "column of 
atmosphere" rather than a "chain" model for a one
dimensional solid. Already from the analogy with the 
well-known problem of the ideal gas "atmosphere," it 
would appear that rwt all thermodynamic variables of 
the CG system will be extensive. 

Another reason why we might expect such a result in 
the thermodynamic limit stems from the following 
argument: It is knownlO that a SUfficient condition for an 
N- body system to possess extensive free energy is that 
its potential energy be both "stable" and "tempered." 
Stability requires that V(xN)IN have a finite lower bound 
which will prevent "implosion," i. e., a "collapse" of 
the Q N in phase space as N - 00. The potential (2.4) is 
indeed stable in that sense, since it is clearly bounded 
from below by zero. Temperedness on the other hand 
(meaning no "explosions" as N - 00) holds if and only if 
the pair potential, between any two particles, satisfies 

v(r) ~Ar-l-', (2.23) 

for Some A, E, ro > 0 and all r~ roo The pair potential 
(2.22) does violate inequality (2.23) but acts between 
nearest neighbors only. This serves as one more 
motivation for investigating the extensivity properties 
of the CG system. 

There still is an important variable of this system 
which is extensive in the "bulk"-limit, namely, the 
heat capacity. Since the large N behavior of U/N turns 
out to be dominated by an additive term which is inde
pendent of T, 

U/N N'::okT + 41iiN13, (2.24) 

(cf. Appendix A). it follows that 

lim (CINk) = 1. 
N-~ 

This last result, (2.25), is derived in Appendix A 
directly from the exact finite N formula for C, (2.16). 

3. A "FlUID" WITH EXPONENTIAL INTERACTIONS 

The second one dimensional model is a "fluid" with 
an attractive interaction between any two particles 
(HEAP"), described by the potential 

N N 

V(xN)=i 6 6 exp(lxi-xjl) 
i.O j =0 

(un 
N i-I 

= 6 6 exp(x i - x j). (3.1) 
;.1 j=O 

We impose again fixed-free boundary conditions and the 
ordering of the particles (2.3), as in the previous ex
ample. This time the N-fold integral Q N can be sep
arated into a product of N similar integrals by a rwn
linear transformation 

1-1 

Zj0=6 exp(xi-x j ), i=1,2, ... ,N. (3.2) ,.0 
As before, each integral will be a function of a different 
value of the numbering parameter n. The separation is 
carried out in detail in Appendix B and yields 

N 

QN= n E 1(n{3), 
n.l 

(3.3) 
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where El (z) is the exponential integral 

E1 (z) 0= f .. e;~ dz. (3.4) 

The special properties, asymptotic formulas, etc. of 
E1 (z) can be found, for example, in Chap. 5 of Ref, 8. 

A. Thermodynamics of the exponential system 

The free energy for this system is immediately ob
tained from Z N [cf. (2.13) and (2.14)], with Q N given 
by (3.3): 

(3.5) 

We derive the internal energy and the specific heat for 
the EAP model 

U= NkT +kTt exp(-nf3) (3.6) 
2 ",,1 El (n{3) 

and 

(3.7) 

The low and high temperature limits of C/Nk are ~ and 
t, respectively. 

B. The N -* 00 limit 

Following the discussion in Sec. 2B, we observe 
that the potential energy of the EAP system, 
(3.1), although "stable" (bounded below by zero), is 
certainly rwt "tempered", since v (r) = e' does not satis
fy (2.23). In Appendix B we prove that FIN indeed 
diverges when N - 00, as suspected from the nontem
peredness of the EAP pair interaction. Although there 
are obvious differences between the two ID models 
treated here, it turns out that the large N behavior of 
their internal energy and specific heat is quite similar! 
In the EAP system, the divergence of U/N appears 
again in the form of an additive constant 

ulN ~ ~kT + N/2. 
N~oo 

Hence, CINk has a finite, nonzero limit 

lim (C/Nk) =~, 
N-oo 

(3.8) 

(3.9) 

which we derive in Appendix B, starting again from the 
exact, finite N equation for C, (3.7). 
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APPENDIX A: N-*= LIMIT AND LENGTH OF CG 
SYSTEM 

The large N divergence of FIN, (2.14), for the 
Coulomb gravitating system is easy to prove. The 
crucial step is to realize that for all (3, b> 0, there 
exists an integer no~ 1, such that K j (2{3vno) < 1, for all 
n ~ no; ct. Ref. 8, Fig. 9.7. Hence the last term in 
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(2.14) adds a positive contribution to F/N, since the 
first no terms of this sum disappear as N-oO. We, 
therefore, conclude by inspection 

FIN N'::o (kT/2) logN! 

In taking the N-oO limit of U/N, CjNk, L/N, etc" 
we will make use of 

N 

51/2 "" ,111"1'0 n-1/2 ~ 2N-1 /
2

, ,'.5112 N::' 0, 
n-no N .. oo 

N 

51"" Wi '0 n-l ~ W l logN, 
N-~ 

11= no 
:. SIN::' 0, 

for all p > 1 and any integer no ;, 1, and 

Ko(z) ~ 1-1- +...L_-1-
K 1(z) z-o~ 2z 8z 2 8z 3 ' 

K2(Z) ~ 1 + ~ +...L._1-
Kl (z) z-o'" 2z 8z 2 8z 3 ' 

(Ala) 

(Alb) 

(A1c) 

(AId) 

(Ale) 

The first three are derived approximating the sums 
by integrals, while the last two follow directly from 
the asymptotic expansion of Kv(z) (see Ref. 8, 9. 7, 2), 

We then argue as follows: For all values of {3 and b 
(except zero), there exists SOme integer no;' 1 such 
that, for all n;? no, z "" 2{3M is large enough that the 
Bessel function ratios present in (2.14)-(2.19) can be 
replaced by their asymptotic expansions (A1d)- (Ale). 
Thus we obtain for the CG 1D "atmosphere" 

N 

U/N N:'",kT+(2Jb/N)"B in+(3i16!.l2 VE)SI/2 
n:no 

[dimensional constants are left out everywhere, cf. 
(2.9)] and 

C/Nk ,;.:--'" 1 + (3/8{3ib) 5112 - (9/161'%)51, 

(A2) 

(A3) 

where the first no terms of each sum in Eqs, (2.15) and 
(2.16) have dropped out since they vanish as N - 00. 

Noting that 

(A4) 

and taking (A1a)- (A1c) into account, we immediately 
arrive at the results (2.24) and (2.25), 

The length L of the system, defined in (2. 17), with 
V given by (2.4), is calculated as follows: 

N 

XN== L; r i , 
i~l 

(A5) 

cf. (2,6), Substituting (A5) in (2.17) one finds that the 
N-fold integral in the numerator yields a sum of N 
terms, each term being the product of N one-dimen
Sional integrals. Dividing through by Q N and after some 
cancellation one gets 

N 

L = 6 (wjqn), (A6) 
".1 

with 

Wn"" Jo~ drr exp[-I3(nr + b/r)], 
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(jn given in (2.10), and n defined by (2.8). The integral 
wn is also found in the literature 

(A7) 

d. Ref. 7, 3.471-9, whence Eq. (2.18) readily follows. 

In obtaining the large N limit of L/N and Q [(2,18), 
(2.19)] we follow the limiting procedure outlined at the 
beginning of this appendix. We thus arrive at 

(A8) 

and 

(A9) 

Dividing the numerator and denominator in (A9) by 51/2 
and using (Ala)-(A1c) to find 

5J 51/2 N::" logN / N1 
/2, 

we finally deduce from (A8)- (AID): 

L/N-2(b/N)1/2 and QI ~ logN/NI /2. 
N-'" 

APPENDIX B: EAP SYSTEM N--+oo SEPARATION 
AND LIMIT 

(AID) 

The Q N for the EAP example can be separated into a 
product of N single integrals by means of the nonlinear 
transformation (3.2) to z 1 variables. 

The Jacobian matrix for the inverse transformation, 
with components 

a 1-eXP (xi -Xj), j <i, 
(J-l). "" -.3J = 0 j > i 

If ax j' . .' 
Zl, J =z, 

(B1) 

has zeros in all entries above the main diagonal. The 
determinant of such a matrix is equal to the product of 
its diagonal elements, 1. e, , 

N 

det(J-1) = n ZI, 
1=1 

whence N 

det(J) = 1/ det(J-1
) = 1/ n Z j. 

1=1 

(B2) 

(B3) 

This is actually the Jacobian determinant we need. 
Thus, in terms of the new coordinates, the Q N for the 
EAP "fluid" becomes 

~ ~ '" (N )!N Q N = J
1 

dz 1 ... J~ dzl .. • J N dz N exp - (3 '0 z 1 .n z i, 
h1 1=1 

(B4) 

where the lower limit i enters as a result of (3.2) and 
the fixed-free boundary conditions. 11 Equation (B4) 
finally yields 

N 

QN=TI El (nt3), (B5) 
n=1 

where we have replaced the symbol i by n for reasons of 
consistency and El (z) is the exponential integral defined 
in (3.4), 

The behavior of F/N for large N is determined with 
the aid of the asymptotic formula 5.1. 51 of Ref. 8 for 
E 1(z). Dropping the first no terms of the sum in (3.5) 
-just as we did for the CG system-and USing the Tay
lor expansion of log(1 + x), we find 
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N 
F/N N-:;' Wi '0 n + (kT)2 SI - (kT)3Sh (B6) 

n::no 

where 51 and 52 have been defined in Appendix A. They 
are seen to vanish as 1'1 - 00, while the sum in (B6) in
creases proportionally to ~ rendering F/N divergent 
as the particle number approaches infinity. 

In order to obtain U/Nand e/Nk as 1'1- 00 , we invert 
the asymptotic expansion mentioned above and obtain 

e-Z 1 3 
-- ~z+1--+-
EI (.0) z-oo Z Z2 • 

(B7) 

Applying once more the limiting technique of the pre
vious appendix to Eq. (3.6) and (3.7) leads to 

U/N ~ ~kT+N/2- (kT)2S1 +3(kT)3Sz (B8) 
N-oo 

and 

C/Nk N-:;' i - 2kTSt + 9(kT)252 , (B9) 

where we made use of (B7). Finally, using (A1a)-(A1c) 
again, results (3.8) and (3.9) follow immediately from 
(B8) and (B9). 

APPENDIX C: PURELY NEAREST NEIGHBOR CHAINS 

The Q N for the clearly separable fix ed-free systems 
with potential energy 

N 

V(xN)= '0 v(lx, -x,_tl), 
I-I 

is simply 

QN==qN, 

where 

(Cl) 

(C2) 

q =:. 10 00 

exp[ - 13v(r)] dr. (C3) 

In contrast with the models discussed in Sees. 2 and 3, 
the thermodynamic variables per particle do not depend 
on N and coincide with those of the corresponding one
dimensional subsystem. 

Here, we evaluate the Q N in closed form for two 
representative examples with anharmonic potentials. 
The first one is 

N 

V(xN) == '0 {Ix; - XI_tl 5 + b5
/ IXI - Xl_II 5}, 

1.1 
(C4) 

for any constants b, s > 0. The q integral (C3) for this 
system is 

q == 10 00 

dr exp[ - 13(1'5 + bS/rS)] 

(C5) 

cf., e. g., Ref. 7, 3.478-4, where Kll s is the Bessel 
function K v , of order 1I = 1/ s [for s = 1, see (2.10) with 
n = 11. The case s = 2 is the "nearest neighbor" 
Calogero potential. 12 

From the knowledge of the QN, (C2), the e/Nk for 
arbitrary s is found to vary monotonically from 1, at 
T=O, to t+1/s, at T=oo. ThUS, in the case s=2 

e/Nk = 1, for all T. (C6) 
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This is reminiscent of a similar result obtained for the 
original Calogero modeli3 and adds to the peculiarities 
of the y2 + b/r2 potential. 

The second example is 

N 
V(xN ) = 2:) {2y(xl- X1_t)2 + t(Xl-X1_t)4}, 

j-1 

for any real y. The q integral (C3) is 

(tyt/2exp(il'l)Kt/4(if3), y>O, 

q-' 
-l(rr/212) I y 11/2 exp(ii'll[I1I4 (il'l) + 1_114 (y2{3)], 

y<O, 

(C7) 

(C8) 

where 1'1 / 4 are modified Bessel functions of the first 
and second kind. The q integral for y> 0 was known be
fore, d. Ref. 7, 3.323-3. When Y> 0, (C7) becomes 
the potential energy of a "hard-core" Fermi-Pasta
Ulam "Chain" (FPU), 14 under fixed free boundary con
ditions. In the y < ° case the C/Nk, obtained analytical
ly fro 111. (CB) and (C2), is Iwt a monotonic function of 
the temperature. From the value 1, at T=O, it passes 
through a maximum and a minimum and asymptotically 
approaches ~ as T - ce. 

lE. H. Lieb and D. C. MattiS, Mathematical Physics in One 
Dimension (AGademic, New York, 1966). See the Introduction 
in Chap. 1 for an overview of the subject. 

2Notably, the 2D Ising model with nonzero magnetic field. 
~H. Takahashi, reprinted in Ref. 1 from ProG. Phys. -Math. 
Soc. Japan, 24, 60 (1942). 

4F. Giirsey, Proc. Cambridge Phil. Soc. 46, 182 (1950). 
5E. Montroll, in Proceedings of International Symposium on 
Contemporary Physics, ICTP, Trieste (June 1968) (IAEA, 
Vienna, 1969), Vol. 1, p. 177. 

6M. Kac, Phys. Fluids 2, 8 (1959). 
71. S. Gradshteyn and I. M. Ryzhik, Tables of integrals, Series 
and Products (AcadE'mic, New York, 1965), integral 
3.324-1. 

8M. Abramowitz and LA. Stegun, Handhook of Mathematical 
Functions (Dover, New York, 1965), Sec. 9.6. 

9For 1'0> 0, the integral (2.12) can be calculated exactly in 
some simple cases, e. g. , the harmonic vir) 0: 1'2 and the 
logarithmic interaction vir) 0: logr. 

100. Ruelle, Statistical Mechanics: Rigorous Results (Ben
jamin, New York, 1969). See the discussion in Chap. 3 
leading to Theorem 3.3.12. 

liThe hard cor(' diameter ro need not be zero here. For ro > 0, 
the lower limit of the ith integral in (B4) becomes ci 

== L}=1 exp(jro) > i. And while the form of the form of the sub
sequent finite N results will differ slightly from the zero
hard-core case, it can be shown that no significant changes 
occur in the large N behavior of the system. 

12F. Calogero first solved exactly the quantum mechanicrtl 
N-body problem with harmonic plus inverse square pair 
interactions between all particles, cf. F. Calogero, J. Math. 
Phys. 12, 419 (1971). 

13See last paragraph in Sec. 2 and Ref. 15, of Calogero's 
paper, mentioned above. 

14E. Fermi, J. Pasta, and S. Ulam, p. 978 in Collected 
Papers of Enrico Fermi, Vol. II (Vniv. of Chicago Press, 
Chicago, 1965), reprinted in Nonlinear Wave Motion, edited 
by A. C. Newell, Lectures in Appl. Math., Vol. 15 (Am. 
Math. Soc., Providence, R. I., 1974). 
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Various authors have considered a conformal extension CGo of the Galilei group which in some sense is the 
nonrelativistic limit of the conformal extension of the Poincare group. and have also established an 
invariance group for the free-particle SchrOdinger equation. the "Schrodinger group." Here we establish 
the most general conformal extension CG of the Galilei group, which is found to be identical to the group 
of the most general coordinate transformations that permit the use of noninertial frames of reference and 
of curvilinear coordinates in Galilei-invariant theories, which was considered by one of us some time ago, 
and is a gauge group containing a number of arbitrary functions. Both CGo and the Schrodinger group are 
subgroups of CG containing the Galilei group, but otherwise they do not overlap. The Hamilton-Jacobi 
and Schrodinger equations for particles which are free or interact via inverse-square potentials are shown 
to be invariant under the Schrodinger group, and a further invariance of the Hamilton-Jacobi equation is 
established. 

I. INTRODUCTION 

In 1909, Cunningham and Bateman1 realized that 
Maxwell's equations are invariant not only under the 
10-parameter Poincare (= inhomogeneous Lorentz) 
group, but under the wider 15-parameter conformal 
group Cpo Since then, conformal invariance has been 
considered in many areas of physics, 2 and in recent 
years has found renewed interest in high energy 
physics. 3 

For our present purposes, the general conformal 
group C is most concisely defined as the group of all 
transformations which in any Lorentz space with metric 
tensor glJ.v locally leave the light cone invariant. How
ever, in the following we shall mainly be interested in 
Minkowski space and its metric tensor TJlJ.v' The cor
responding conformal group4 Cp is more appropriately 
called the conformal extension of the Poincare group; 
it is briefly discussed in Sec. III. 

In connection with the renewed interest in conformal 
invariance in particle physics, a conformal extension 
of the Galilei group was considered in a study of 
Galilei-invariant field theories by Hagen5 and this group 
was studied in detail by Roman et al. 6 Simultaneously, 
it was realized by Niederer7 that the Schrodinger equa
tion for a free particle is invariant under a wider group 
of transformations (the "Schr&iinger group") than the 
Galilei group, identical with the group conSidered by 
Hagen. The relation of this group to the conformal group 
was studied by Barut8 and Niederer, 9 both of whom com
pared the Schr&iinger group to the nonrelativistic limit 
Coo of the conformal extension of the Poincare group. 

alResearch supported under the U. S, -Latin-American 
Cooperative Program by the National Science Foundation, 
U,S,A. under Grant No. INT 76-05769, and CONACYT, 
MexiCO, under Grant No, 1037, 

blOn leave of absence from the Vniversity of Warsaw, Warsaw, 
Poland. 

A similar study was undertaken for the Hamilton
Jacobi equation by Boyer and Peffafiel. 10 

Our own interest in Galilean analogs to the conformal 
group Cp arose from a continuing investigation of pos
sible dynamics of interacting particles, 11 In Sec. III 
we show that if such Galilean analogs are based on the 
nonrelativistic analog of Eq. (1), a group Co very much 
wider than that considered in Refs_ 5-10 results, which 
is identical with a group considered by one of us some 
time ago in a different context, 12 and is a gauge group 
containing a number of arbitrary functions. Even if we 
restrict it further than required by this analogy, we ob
tain a gauge group which is wider than the Schr&iinger 
group. To obtain these results, it is convenient to use 
a formalism for the Galilei group introduced earlier, 13,14 
which is outlined in Sec. II. Both the latter and Coo are 
subgroups of Co containing the Galilei group, but other
wise they do not overlap. In Sec_ IV, we present a 
simple proof of the invariance of the Hamilton-Jacobi 
and Schrodinger equations for free particles or par
ticles interacting via inverse-square potentials under 
the Schrodinger group as well as a further invariance 
of the Hamilton-Jacobi equation. The relation of our 
results to previous work is discussed in Sec. V. 

II. UNIFIED TREATMENT OF THE POINCARE 
AND GAll lEI GROUPS 

We consider the linear group of transformations of 
the Cartesian space coordinates xl, x2

, x3
, and the time 

t=xo 

X'IJ. = (XIJ. P xP + ~IJ. , (1) 

where the (XIJ. /s and ~IJ. 's are constant parameters. Here 
and in the following, summation over repeated indices 
is understood, Greek indices always range from 0 to 3, 
and Roman ones from 1 to 3. 

The Poincare group is the group of transformation (1), 
restricted by the condition15 
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(2P) 

where TJ"v is a nonsingular symmetric tensor with sig
nature - 2. We can define its inverse by 

TI"p rfv = 0:; . (3P) 

Equations (2P) and (3P) imply 

(4P) 

We shall take the nonvanishing components of these ten
sors to be 

TJoo '= 1, TJ11 '= TJ2 2 '= TJ33 = - c-2, 

7/00 = 1, 7/11 =7/22 '= 7/33,= _ c2• 

(5P) 

(6P) 

The full inhomogeneous Galilei group is the group of 
transformations (1), restricted by the conditions13 

g"vot pav
a '=gpa, 

If va"" aa .. '= hpa, 

where the tensors g"v and h"v are singular; we can 
choose as their nonvanishing components 

goo = 1, 

h11 = h22 = h33 = _ 1, 

and thus 

g"ph"v = O. 

Clearly g"v and h"v are the limits c- oo of 7/",v and 
c-211"v, respectively; since they are independent, so 
are the relations (2G) and (4G). 16 

(2G) 

(4G) 

(5G) 

(6G) 

(3G) 

Equations (2), (4)-(6) imply that the Jacobian J of 
transformation (1) equals ± I in both cases. Thus both 
the Poincare and the Galilei group consist of four 
parts, corresponding to the four combinations of the 
signs of J and of aOo. The part with J= sgnOiOo= 1 forms 
a subgroup, the proper orthochronous Poincare and 
Galilei group, respectively. 

The space of the Poincare group is metric, with a 
metric tensor 'TI"v, and a four-dimensional infinitesi
mal distance defined by 

ds 2 "'-7/",v dx" dx". (7P) 

For the Galilei group, we could also introduce such a 
distance through 

(7G) 

However, the "metric" g"v is singular, and thus the 
space is not Riemannian; the separation (7G) is a pure 
time interval, and assigns a separation zero to any two 
simultaneous events. 

Unlike 'TI"v and its inverse 11"'v,g"v, and}fv cannot be 
used to lower and raise indices reversibly, and in gen
eral co- and contravariant vectors are distinct quanti
ties. Since the Christoffel symbols and the curvature 
tensor defined from TJ"v vanish, the metric space cha
racterized by TJ"v is flat. No analogous statements can 
be made for the space characterized by g"v; however, 
if we introduce vanishing affine connections r:v by de
finition, the corresponding curvature tensor also 
vanishes, and thus this affinely connected space also 
is flat. 
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III. CONFQRMAL EXTENSIONS OF THE 
POINCAR~ AND GALILEI GROUPS 

The conformal extension Cp of the Poincare group is 
the group of all coordinate transformation 

x"" =x"" (x") (8) 

that connect line elements of the form 

(9P) 

with each other,4,17 and thus preserve the light cones 
ds2 ,=0. Clearly, the Poincare transformations form 
a subgroup; another subgroup is that of the scale trans
formations (dilatations) 

x"" = C-lx" . (lOP) 

It can be shown that the most general conformal trans
formation is the product of a Poincare transformation 
and a "Haantjes transformation" (product of dilatations 
and acceleration transformations) 

x"" 
x" _ C-1Z"'7/paXP xa 

(lIP) 

where C and 1'" are five arbitrary constant parameters, 
and thus the conformal extension of the Poincare group 
is a 15-parameter group. The Galilean limit of this 
transformation (the "Galilean Haantjes transformation") 
is 

x" - C-1Z'" gpax"xa 
x"" -

C _ 2gasZOl XB + C-lgY6t'Z5g<~X<Y!' (1lGa) 

which from Eq. (5G) is equivalent to 

,t , Cr _ lt2 

t = C _ZOt' r (C _ Z0t)2 • (11Gb) 

This set of transformations together with the Galilei 
transformations forms a I5-parameter group CGo which 
has a structure very similar to that of the conformal 
extension of the Poincare group, and has therefore been 
considered occasionally as the appropriate definition of 
the Galilean conformal group. 8 It is, however, by no 
means the most general conformal extension of the 
Galilei group. 

Before proceeding with a study of this extension, we 
note that Cp in the interpretation adopted here2 is to be 
understood as a group of transformations on the coordi
nates, but not on the metric tensor. Therefore, ds 2 is 
not an invariant and 17"v does not equal TJ'/lV, but instead 
is given by 

(12P) 

where the factor of 7/pa arises from the transformation 
of dx" dx", i. e., the expression (9P) arises from 
7/",v dx"" dx'" rather than TJ~v dx'''' dx'v. A similar inter
pretation must be adopted for the transformations of 
the conformal extension of the Galilei group, 

We can define a "contravariant" Tt'" as the invers e of 
771'v from a relation corresponding to (3P) to obtain 

::#v ax'" ax" .... a 2".v '/ = ax'P ax la '/ = ¢ TJ , 

which does not equal7/''''v. 
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To obtain the most general extension of the Galilei 
group, we proceed directly from the Galilean analog 
of preservation of light cones. In the limit c - 00 the 
light cones ds2 = 0 with ds 2 given by (7P) degenerate to 
planes of constant time (absolute simultaneity), for 
which ds 2 = 0 with the Galilean ds 2 (7G). The most gen
eral transformations Cc maintaining this condition are 

x'o=x'O(XO), dx,Ojdxo>O forallxo, 

or < 0 for all xo, (14Ga) 

(14Gb) 

Clearly, these transformations contain both the Galilei 
group and the group (llG) as special cases, but are 
much more general. 

With the interpretation adopted above, we now have 

ds 2 = <t>-2(x")g", v dx" dx" '" g .. v dx" dxv
, 

where 

- iJx'P ox'a -2 
g .. v = iJx'" ax" goa = <t> g .. v· 

(9G) 

(12G) 

However, if we wish to define a "contravariant" h"'v 
from a relation corresponding to (3G) in analogy to the 
procedure used above to obtain (13P), we only get 

-",v 2( A) ax" axv 
oa it =W x --::;-lii--;-;oll , 

uX uX 
(13G) 

Which is not necessarily proportional to h"v and contains 
an arbitrary factor w2(J') because of the degenerate 
form of (3G). However, because of the form (14G) of the 
coordinate transformations we have at least 

(15G) 

The relations (14G) are precisely those obtained in 
Ref. 12 as the most general coordinate transformations 
allowed that permit the use of noninertial frames of re
ference and curvilinear coordinates without changing 
the physical content of Galilei-invariant theories. The 
only restriction on (analytical) coordinate transforma
tions imposed there was the exclusion of coordinate 
systems for which signals emitted at a time to could 
arrive at some points of the systems at t > to and at 
others at t < to' 

It should be noted that imposition of the corresponding 
restriction on coordinate transformations for Poincare
invariant theories does not lead to the conformal ex
tension of the Poincare group Cp • The condition on the 
description of signals stated above implies (in addition 
to preservation of light cones) that the space- or time
like character of separations (i. e., the sign of ds2 in 
(9P)] is maintained, a condition not satisfied by the 
acceleration transformations. This condition leads to 
a set of restrictions on the transformed metric tensor 
Tf;v' 4,16,19 In the Galilei case, no such additional condi
tion is implied, due to the collapse of the cone to a 
plane. 

Some time ago, Zeeman20 showed that the require
ment of preservation of light cones in Minkowski space 
and of orientation of timelike vectors implies the "cau
sality group," defined as the product of the orthochro
nous Poincare group and the dilatation group. This re-
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sult actually is an immediate consequence of the long
known fact that Cp is the widest group of transforma
tions in Minkowski space which preserves the light 
cones, but that the subgroups of acceleration transfor
mations and of antichronous Poincare transformations 
do not preserve time orientation. A requirement of 
"causality" for Newtonian space-time analogous to 
Zeeman's for Minkowski space would demand preser
vation of absolute Simultaneity and of time orientation, 
and thus the subgroup of orthochronous transformations 
of Cc defined by (14). 

Thus Zeeman's statement" causality implies the 
Lorentz group" is valid only in Minkowski space; fur
thermore, as already discussed in Ref. 12 (Footnote 
(49) in connection with the transformations (14Ga), it is 
too strong a requirement to demand preservation of time 
orientation, "since this would assign physical meaning 
to the obviously conventional orientation of the time 
axis .... Allowing both signs does not contradict the 
'causality condition' that a signal should not arrive 
ear lier than it was emitted, which can be looked upon 
as a definition either of ' signal' or of 'earlier '." 
Therefore antichronous transformations need not be 
excluded, and the physically required causality condi
tions do not impose any restrictions on Cc , and in the 
case of Cp only exclude the acceleration transforma
tions and impose the restrictions on Tf:" mentioned 
above. 

Because of the difference between the relation (13P) 
and (13G) there is a clear qualitative difference between 
the group of transformations Cc allowed by a conformal 
extension of the Galilei group and the group Cco obtained 
as the Galilean limit of Gp • On the other hand, we can 
subject the transformations of Cc to arbitrary restric
tions to achieve a closer similarity to, or even identity 
with, the group Cc 0' 

The weakest restriction on the transformations (14G) 
that reduces Eq. (13G) to a form reminiscent of (13P) 
is the requirement 

h"'v =n2(x")lr. (16G) 

This only restricts the transformations (14Gb), but not 
(14Ga). From (13G) and (14G) we obtain 

(17a) 

which implies 

ax'm ax'" _(~)-2 Omn. 
ax' ax' - W ' 

(17Gb) 

no restrictions are imposed on ax'mjaxo. 

The most general transformation satisfying the con
dition (17Gb) is 

(18Ga) 

where 

(18Gb) 

which together with Eq. (14Ga) defines a group CC1 , 

and for which 
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(19G) 

The following distinct subgroups of the transforma
tions (14Ga) and (18G), corresponding to simple forms 
of the functions F and ~m, are easily recognized [where 
we always first state the transformation (14Ga), written 
in terms of the time variables, and then the values of 
some of the functions and parameters appearing in 
(18Ga); those not specified explicitly are unrestricted 
constants, and all quantities not given explicitly as 
functions of t are understood to be constants]: 

L The Galilei group: 

t'=t+~o; 

F= 1, Er =0, ~m = amot + ~om. 

II. The Galilean Haantjes transformation (l1G); 

I t 
t = C _ZOt ; 

C 
F=(C_ZOt)2> amr=O;' , 

ET =0, 
_ Zmt2 

~m = (C _ ZOt)2 • 

III. The three-dimensional conformal transformation: 

t' =f; 

F=l, a"'r=o;" ~m=o. 

IV. The "Schrodinger dilatation"7; 

t' =C -2t; 

F==C-\ a m
r = 15;', Er=O, ~m=o. 

Vo The "Schrl:idinger expansion"1; 

t' =Ft; 

F=(l-l°t)-\ amr=o;', Er=O, ~m=O. 

Clearly there are many more subgroups. In parti
cular, it should be noted that since any dilatations of XO 

and of the xm are independent, their ratio is arbitrary, 
and thus the dilatation subgroup of the Haantjes trans~ 
formations and the Schrodinger dilatations are only two 
particular cases of another subgroup of CG (overlapping 
the subgroup II and containing IV): 

VI. The general dilatations; 

t'=B-1t; 

F=D-1, amr:=o;', Er:=O, ~m=O. 

We can further restrict our transformations by re
quiring in Eq. (16G) 

Wl = <p (x 0). ( 20Ga) 

However, this still leaves an arbitrariness beyond that 
of Cp because of the presence of the arbitrary function 
w (x") , and indeed imposes no restriction whatever on 
the transformation (18G). To obtain the full Galilean 
analogue to Eq. (13P), we must require in addition to 
(20Ga) that 

w(x") = 1 , (20Gb) 
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since these relations imply 

,JLV _ a:0' ax" lfa _ n,2hlJ.v. 
f[ - ax'P ax,a - 'P , 

(21G) 

the difference between (13P) and (21G) then (apart from 
the fact that hlJ.

v is degenerate) is that in the Galilean 
case <p can only be a function of xO alone. 

Therefore Eqs, (20G) and (19G) require that Er van
ishes, and thus the transformations (18G) reduces to 

(22G) 

This is the group of orthogonal coordinate systems un
dergoing arbitrary accelerations as well as time-depen
dent dilatations. It, together with the time transforma
tions (14Ga), forms a group CL , the "Leibniz group" 
recently discussed by Barbour and Bertotti in a differ
ent context. 21 CL includes the subgroups I, IV, and V 
listed above, but both the Galilean acceleration trans
formation and the three-dimensional conformal trans
formation are excluded. The product of these three 
subgroups is the Schrooinger group C., 

t + 1'0 
t' S 

C2[ 1 _ l°(t + ~O)] 

a m
rX + amot + ~o 

c[1 - lO(t + ~o) J ' 
(23G) 

[where all parameters are constants, and the am / s are 
subject to conditions (18Gb)], which thus is a subgroup 
both of the conformal extension CG of the Galilei group 
and of its subgroup CL restricted by Eq. (20G). How
ever, it is not a subgroup of the group CGo discussed 
above (the product of the Galilei transformation and 
the Galilean Haantjes transformations). To obtain this 
group, we can not require condition (20G), but must 
instead only demand (16G) and restrict the transforma
tion group (18G) to the product of the subgroups I and 
II listed above. 

As noted before, both Cp and CGo are 15-parameter 
groups. Since from Eq. (18Gb) only three of the a m

r are 
independent, the Schrooinger group Cs is a 12-param
eter group. On the other hand, the conformal extension 
CG of the Galilei group defined by (14G) contains four 
arbitrary functions x,o(xo) and x""(xP) and its restricted 
forms defined by (14Ga) and (16G) or (20G) contain 11 
or 8 arbitrary functions of XO alone, respectively [x'O, 
F, ~m, and a m

r in both cases, plus E
r in the case (18G)]; 

thus they all are gauge groups. 

IV. THE INVARIANCE GROUPS OF THE 
SCHRODINGER AND THE HAMILTON-JACOBI 
EQUATION 

As noted in the Introduction, a number of authors have 
recently investigated the invariance groups of the free
particle Schrooinger equation 

fia¢ If 2 
£at+ 2m V ¢=O 

and Hamilton-Jacobi equation 

as 1 as as 
at + 2m axT ax = o. 

(24) 

(25) 

All of these investigations of the Schrooinger equation 
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worked with Eq. (24) and with finite transformations. 
However, it is much more convenient to work with the 
variational principle oj = 0 for Eq. (24), where 

(26) 

and with infinitesimal transformations. 

Using the Galilean tensors discussed in Sec. II, Eqs. 
(25) and (26) can be written 

and 

oS _~h"v~~-O 
at 2m ox" oXv -

I =f[li (iJ! a~* _ iJ!* a~) 
2i at at 

If v a~* a~J +-2 If -a ,,-v tfx. m x ax 

(27) 

(28) 

Before considering the various conformal extensions 
of the Galilei group introduced in Sec. III, it will be 
instructive to consider arbitrary coordinate transforma
tions. Then in Eq. (28) we must also take into account 
that the integrand must transform as a scalar density 
rather than a scalar (a distinction which is not relevant 
for the Galilei group). 22 In a metric space, this is 
achieved by introducing the square root of the absolute 
value of the determinant of the metric in the integrand. 
While the four-dimensional space considered here does 
not have a nonsingular metric, the general coordinate 
transformations (14G) still have a nonvanishing 
Jacobian 

J== I ax'I' \ = dx'o I ax'm I 
ax" ~ axT 

, 
(29) 

and we can use a factor J_l in the integrand to obtain 
the desired transformation property. This factor equals 
[goo lhl-1]1/2, where 

h == dethmn. (30) 

This (apart from notation) is identical to the standard 
procedure adopted for obtaining the Schrooinger equa
tion in curvilinear coordinates (where goo:= 1, and 
- h mn is the inverse of the metric tensor of 3-space). 
Thus Eq. (28) is replaced by 

I =f [~i (¢ a:t* - ¢* ~;)) 
+~ h"v a~* ~l [g \ h \ _1)1/2 tfx 

2m ax" ox"; J 00 • 
(31) 

As discussed in Sec. III, we consider conformal trans
formations as transformations on the coordinates alone, 
but not on the 'tensors g"v and h"v, in conformity with 
the usual interpretation of transformations under the 
group Cp • Thus we have to investigate whether it is 
possible to maintain the form of the Hamilton-Jacobi 
and of the Schrodinger equation under these conditions. 
Clearly, for the Hamilton-Jacobi equation this will be 
the case if in Eq. (27) a transformation of the coordi
nates and of S will yield an equation of the same form, 
possibly multiplied by an over-all factor. For invari-
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ance of the Schrooinger equation following from the va
riational principle (31), on the other hand, it is neces
sary that the transformation of the coordinates (includ
ing the volume element) and of ¢ will leave the integrand 
of (31) invariant up to a divergence. It should be noted 
that with the interpretation adopted here the factor 
[goo I h \_1)1/2 does not change under conformal transfor
mations, but that tfx changes to J rrx. 

This interpretation has no effect on the Galilei invari
ance of the equations. However, it is clear that the 
equations are not invariant under the full group Cc which 
involves the general transformations (14G), or even 
under the transformations restricted only by the condi
tion (16G) leading to (18Ga). We shall therefore investi
gate instead the possible invariance under the various 
subgroups. 

We first consider the well-known case of subgroup 
I, i. e., the behavior of Eqs. (25) or (27) and (28) or 
(31) under Galilei transformations, Clearly, space and 
time translations as well as rotations leave them un
changed, with Sand ¢ transforming as scalars. How
ever, for the Galilei "boosts" 

Eq. (25) becomes 

oS y as 1 oS oS 
at' + E ox'" + 2m ax'" ox'" == O. 

This can easily be seen to be of the form (25) in the 
transformed quantities if we take 

Applying the transformations (32) to Eq. (28), we 
obtain 

If a1fi* a¢ J ' + -2 -;:;-;r"". cfx. 
mu:x: uX 

(32) 

(33) 

(34) 

(35) 

To establish the invariance of the Schrodinger equation, 
it is sufficient to establish the invariance of the vari
ational principle under infinitesimal transformations. 
It can easily be verified that, for infinitesimal (T, Eq. 
(35) is of the form (28) in the transformed quantities if 
we take 

which is the infinitesimal form of multiplication of ~ 
by a phase factor. 

(36) 

Now we consider the general dilatations VI. Then Eq. 
(25) becomes 

1 as 1 as as, 
Bat' + 2 mDz ox" ax" == o. (37) 

This is of the same form as Eq. (25) provided that we 
choose 

(38) 

and thus the free-particle Hamilton-Jacobi equation is 
invariant under VI (up to a factor Ji2 B-2) as well as un
der its subgroup IV. 
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For Eq. (31), the transformations VI yield 

(39) 

This is of the form (26) for the transformed quantities 
only if 

B=D 2, <J;' =D3/2<J;, (40) 

i. e., only for the subgroup IV (with D"' C) of the trans
formations VI. 23 

Now we consider the subgroup V. Then Eq. (25) 
becomes 

1 (~+lOX".as +_1_~~) -0 (41) 
(1_1°t)2 a t' ax'" 2m ax'" ax'" - . 

It can easily be verified that this reduces to the form 
(25) apart from an irrelevant over-all factor (1 - 1°t)-2 
provided that we choose 

To investigate the invariance of Eq. (31) under the 
subgroup V, it is simpler to consider only infinitesi
mal transformations, with 1° - A. Then Eqo (31) is 
transformed to 

(42) 

(43) 

which is of the form (26) for the transformed quantities 
if we choose 

<J;' = <J; (1- tAt - i~;l xrxr) = <J;( 1- tAt' _ i~;1 xlrx"') 0 

(44) 
Thus the Schrodinger equation is invariant under the 
Schrodinger group, and the Hamilton-Jacobi equation 
is invariant under a 13-parameter group, the product 
of the subgroups I, V, and VL Neither equation is in
variant under subgroups II or IlL 

Obviously, these statements remain correct if we 
consider N noninteracting particles instead of just one 
free particle. In this case, of course, there exist addi
tional transformations that leave the equations invariant 
which, however, are of no interest for our discussion. 

In the presence of interactions Eq. (25) is replaced 
by 

(45) 

and Eqo (26) by 

I =![~ (<J; a<J;* _ <J;* a<J;\ - t ~ a<J;: a<J;r - <J;*<J;V] d'*x, 
21 at at) k=12mk aXk aXk 

(46) 
with corresponding changes in the subsequent equations. 
For interactions of the form 
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N 
v=i 6 Vk1(rU), rkl",[(x~-x~)(x~_x~)]1/2, (47) 

k ,1.1 

these equations are, of course, invariant under the 
Galilei transformations I regardless of the form of Vk1 . 
It can readily be verified that the Hamilton-Jacobi 
equation remains invariant under the transformations 
V and VI, and the Schrodinger equation under V and IV, 
however, only if 

(48) 

The invariance of this particular potential was not re
cognized in Ref. 7 in which the name "Schrooinger 
group" was suggested (but was noted later by Burdet 
and Perrin24). On the other hand, it was known to 
Jacobi25 that the equations of motion of a Newtonian N
body system with interactions of the form (48) are in
variant under the transformations IV and V in addition 
to those of the Galilei group, and therefore the 
Schrooinger group should more appropriately be called 
the Jacobi-Schrooinger groupo 

V. DISCUSSION 

In Sec. III we briefly discussed the conformal exten
sion Cp of the Poincare group. It can be characterized 
by a tensor Tj"," related to the Minkowski metric 1/"," by 
Eq. (12P); its inverse if" is given by (13P). The trans
formations of Cp are explicitly given by Eq. (HP), 
which has the simple Galilean limit eGo given by Eqs. 
(llG). Both Cp and CGo are 15-parameter groups. 

However, we can instead define conformal extensions 
of the Galilei group directly. The most general con
formal extension CG is given by the transformations 
(14G), for which the tensor g"," is related to the Galilean 
"metric" g"," by Eq. (12G), which is analogous to Eq. 
(13P) and indeed is its Galilean limit. However, since 
neither g"," nor g"," possess an inverse, the analog h"'" 
of h"'" requires an independent definition, which is only 
restricted by the conformal analog of Eq. (3G). The 
most general Ii"'" allowed by this satisfies Eq. (13G), 
which is a much less restrictive relation between h"" 
and h"" than the corresponding relation (13P) between 
if" and 1/"". A relation more closely analogous to (13P) 
is Eq. (16G), which together with (12G) defines a group 
CGl of transformations given by Eqs. (14Ga) and (18G). 
An even closer analogy with (13P) is obtained by im
posing Eq. (21G), which together with (12G) defines a 
group of transformations CL given by Eqs. (14Ga) and 
(22G). From their definitions, CL is a subgroup of CG l' 

which is a subgroup of CG • All three groups are gauge 
groups. 

If the arbitrary functions in these groups are restricted 
in various ways, a number of subgroups can be obtained. 
The most important ones are the 15-parameter group 
CGo' which is a subgroup of CG1' but not of CL , and the 
12-parameter Jacobi-Schrooinger group C s , which is 
a subgroup of CL , Both CGo and Cs contain the Galilei 
group as a subgroup, but otherwise they do not overlap. 

In Sec. IV we established the invariance of the free
particle Schrooinger equation under Cs by investigating 
the behavior of the variational principle (26) for this 
equation under the infinitesimal transformations of C s. 
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Unlike other authors, 5-8 we did not have to consider the 
mass m as a quantity subject to transformations, nor 
did we have to define new transformations from those 
of CGo to absorb a change of mass into the coordinate 
transformations (as was done in Ref. 8). We also es
tablished the invariance of the free-particle Hamilton
Jacobi equation under a 13-parameter group containing 
CSo 

The invariance of the variational principle (26) under 
a 12-parameter group, by Noether's theorem, implies 
the existence of 12 local conservation laws. These will 
be discussed elsewhere, as will be the corresponding 
classical laws for the Hamilton-Jacobi equation. 26 

The close correspondence between the Hamilton
Jacobi and the SchrOdinger equation has, of course, 
been known for half a century. and our results further 
illustrate this correspondence. 27 

The behavior of the Schrodinger equation under arbi
traryaccelerations, i. e., under the group CLI, is more 
appropriately discussed in connection with a considera
tion of the equivalence principle, and is the subject of 
a paper by J. Stachel in preparation. 22,28 

The various extensions of the Galilei group consi
dered here give rise to two-body invariants of impor
tance in a generalized dynamics which will be discussed 
elsewhere29 in connection with the two-body invariants 
of the Galilei group found earlier. 13,a 

ACKNOWLEDGMENTS 

We are indebted to Dr. J. Stachel and Dr. H. Goenner 
for many helpful discussions. 

IE. Cunningham, Proc. London Math. Soc. 8, 77 (1909); 
H. Bateman, Proc. London Math. Soc. 8, 223 (1910). 

2For a brief review of the conformal group and its older 
applications in physics see T. Fulton, F. Rohrlich, and 
L. Witten, Rev. Mod. Phys. 34,442 (1962). 

"See, e. g. , Lectures in Theoretical Physics, edited by A. O. 
Barut and W. E. Brittin (Gordon and Breach, New Y"rk, 
1971), Vol. XITI; Scale and Conformal Symmetry in Hadron 
Physics. edited by K. Gatto (Wiley, New York, 1973). 

4For a brief discussion of the mathematical properties of the 
conformal group see J. Plebanski, On the Generators of 
the N-Dimensional Pseudo-Unitary and Pseudo-Orthogonal 
Group (Centro de Investigacion y de Estudios Avanzados del 
Instituto Politecnico Nacional, Mexico City, 1966), Appendix. 
A more detailed discussion is given in J. Plebanski, On Con
formally Equivalent Riemannian SPaces (C.!. E. A.!. P. N., 
Mexico City, 1967). 

5C.R. Hagen, Phys. Rev. D 5, :377 (1972). 

488 J. Math. Phys., Vol. 19, No.2, February 1978 

Gp. Roman, J.J. Aghassi, R.M. Santilli, and P.L. 
Huddleston, Nuovo Cimento A 12, 186 (1972). 

7U. Niederer, He Iv • Phys. Acta 45, 802 (1972). 
8A.O. Barut, Helv. Phys. Acta 46, 496 (1973). 
9U. Niederer, Helv. Phys. Acta 47, 119 (1974). 

10C. R. Boyer and M. Penafiel N., Nuovo Cimento B 31, 195 
(1976) • 

lip. Havas and J. Plebanski, Bull. Am. Phys. Soc. 5, 433 
(1960) and several papers in preparation. 

12p. Havas, Rev. Mod. Phys. 36, 938 (1964), Sec. V. 
13Ref. 12, Sec. TIl. 
14p. Havas, in Problems in the Foundations of Physics, edited 

by M. Bunge (Springer-Verlag, Berlin-Heidelberg-New York, 
1971), p. 31. 

15In Secs. TI and III, corresponding formulas for the Poincare 
and the Galilei group (or their extenSions) will be designated 
by P and G, respectively; formulas without a letter hold for 
both cases. 

16These tensors were first introduced by K. Friedrichs, 
Math. Ann. 98, 966 (1927). A related covariant formulation 
of Newtonian theory was given earlier by E. Cartan, Ann. 
Ecole Norm. 40, 325(1923); 41,1 (1924). 

17In Ref. 4, q,-2 is expressed in terms of dimensionless vari
ables x P / 11. where all x P are chosen to have dimensions of 
length, For our present purposes, such a representation is 
not convenient. 

18See , e.g., M. Laue, Die Relativitrdstheorie (Vieweg, 
Braunschweig, 1923), 2nd ed., Vol. 2, Sec. 5, or C. 1\1611er, 
The Theory of Relativity (Oxford U. p. , Oxford, 1952), 
Sec. 30. 

li1n Ref. 12, the conditions are stated in Eqs, (1128); how
ever, in the last determinant the fourth row and the column 
should have been omitted. 

2oE.C. Zeeman, J. Math. Phys. 5,490 (1964). 
21J. B. Barbour and B. Be rtotti, Nuovo Cimento B 38, 1 

(1977), 
22To complete the formally invariant expression for Eq. (28), 

a/at should be replaced by a Lie derivative L v in terms of 
a veloc ity field. Since we will not make any use of it here, 
we shall not introduce it explic itly; compare a paper (in 
preparation) by J. Stachel on the Schrodinger equation in 
accelerated frames of reference. 

23Actually, the second of conditions (40) is not necessary for 
the invariance of Of='O and thus (up to a factor) of the 
Schrodinger equation, but only for that of I (which is needed 
only if we wish to be able to use Noether's theorem dis
cussed in Sec. V). 

24G. Burdet and M. Perrin, Lett. Nuovo Cimento 4, 651 (1972). 
25C. G. J. Jacobi, Vorlesungen uber Dynamik, edited by A. 

Clebsch (1866) (2nd ed. by E. Lottner), Gesammelte Werke 
(Reimer, Berlin, 1884), supplement volume, 4th Lecture. 

26p . Havas (submitted to Helv. Phys. Acta). 
27This correspondence has recently been extended to the prob

lem of separation of variables by P. Havas, J. Math. Phys. 
16, 1961, 2476 (1975), and some of our results may be appli
cable to this problem, as will be discussed elsewhere. 

28For discussions of the case of constant acceleration from 
different points of view see Ref. 8 and G. Rosen, Am. J. 
Phys. 40, 683 (1972). 

29P. Havas and J. Plebanski (to be published shortly). 

P. Havas and J. Plebanski 488 



                                                                                                                                    

Coping with different languages in the null tetrad 
formulation of general relativity 

Frederick J. Ernsta) 

Department of Applied Mathematics. University of Waterloo, Waterloo, Ontario, Canada N2L 3GI 
(Received 18 April 1977) 

We describe how, in spite of differing conventions regarding spacetime signature, sign of the Riemann 
tensor, and definition of the Ricci tensor, we were able to construct a precise dictionary relating various 
notations which are being employed in the null tetrad formulation of general relativity. In addition, we 
give in appendices the forms assumed by the Newman-Penrose equations and the corresponding abstract 
structural equations when nontraditional assumptions are made with respect to the three sign conventions. 

While I have never worried much about changing con
ventions, it would appear that many people do, for I am 
frequency asked "But exactly what does that mean in 
terms of my favorite language?" The task, of course, 
would be quite trivial were it not for differing sign con
ventions, especially with regard to the signature of the 
metric, for then one could more easily construct a 
dictionary of notation for the petitioner. 

If you tend toward desperation each time you are faced 
with the desire to translate results from one language 
to another, where the signatures as well as the notations 
happen to differ in the two languages, then this paper 
may bring you some relief. 

I. EFFECT OF CHANGE OF SIGNATURE UPON 
THE NEWMAN-PENROSE VARIABLES 

Under a change of spacetime signature the coordinate 
components of the metric tensor g",8, the inverse metric 
tensor g"'8, the Riemann tensorl R"'8'rB and the curvature 
scalar R change sign, while the coordinate components 
of the Ricci tensor R0I8 and the traceless part of the 
Ricci tensor 

SaS =R",a - tRg",s 

remain unchanged. 

If (l<Y"n",m""m,,) constitute a null tetrad, one2 real 
null vector, say l"" changes sign under a change of 
spacetime signature, while the others, n"" m"t> and 
rrl"" remain unchanged. On the other hand, J'" remains 
unchanged, while n"', m'" and m'" change sign. One may 
infer that the Newman-Penrose3 D, K, E, and 7T remain 
unchanged under a change of spacetime signature, while 
~, 6, B and all the other spin coefficients change sign. 
These inferences are based upon the observation that 
those languages which assume signature + 2 employ 
IIl;amB, ls;<Y,nB +ms;"in 8

, nd;am.8, where those languages 
which assume signature - 2 employ lB;",m6

, ls;",ns 

+ms;"m6
, and ms;",n8

, respectively. As far as the curva
ture quantities are concerned, A, l/Jo, l/Jl, l/J2' l/J3 and l/J4 
change sign, while all the <I>'s remain unchanged, Of 
course, we must assume here that in the unlikely event 
Newman and Penrose were actually to change to signa
ture + 2 they would continue to use the notation l/Jo, ' , • , <P4 

a)On sabbatical leave from the Illinois Institute of Technology, 
Dept. of Physics, Chicago, Illinois 60616. 

jor the corresponding bivector components of the Weyl 
conform tensor, and that they would continue to use 
cf>oo, cf>Ol,"" cf>22 jor the corresponding bivector com-
ponents of the traceless Ricci part of the Riemann 
tensor. 

It should be pointed out that there are other conven
tions besides spacetime signature which effect the 
result. The conventions regarding over-all sign of the 
Riemann tensor may differ, as may the conventions con
cerning which indices are contracted in forming the 
Ricci tensor from the Riemann tensor. 

In Table I we identify the conventions currently being 
employed by various research groups. The spacetime 
signature will be denoted by 2£1' Thus, (+ + +-) cor
responds to £1 = + 1, while (- - - +) corresponds to £1 

= - 1. Hence, for example, Eisenhart's convention4 

corresponds to £1 = - 1, 

The over-all sign of the Riemann tensor is determined 
by £2 = ± 1, where 

~Y;"'8 - ~y;~", = £2R"'8YB ~B, 

For Eisenhart, £2 = - L 

We shall say £3 = + 1 if the Ricci tensor is formed by 
contracting over the second and fourth (or first and 
third) indices of the Riemann tensor. On the other hand, 
£3 = - 1 if the contraction is over the first and fourth 
(or second and third) indices, For Eisenhart, £3 = - 1. 

While it will not effect the considerations of this 
paper, it should be remarked that the introduction of the 
stress tensor obliges one to decide upon the sign £4 of 
~IJ.T IJ.V~v for a timelike unit vector ~IJ. and ordinary mat
ter. Once £4 is chosen, the relative sign of T IJ.V and RlJ.v 
- tRgl"v is automatically equal to - £1£2£3£4' Plebanski 
and I have used £4 = - 1, but it is my intention to switch 
to £4 = + 1 in the future in order to get complete agree
ment with Hauser's language. 

TABLE 1. Values of (£1'£2'£3'£4) impliCit in four languages 
currently used by researchers in general relativity. 

Language £1 £2 £3 £4 

Hauser5(ITT) + + + 
Newman-Penrose3 + 
Debever6 + 
Plebanski1 
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TABLE II. Notational correspondences which would hold if conventions were identical, i.e. t if (£l>£2'£~ were the same. 

Hauser Newman- Debever Debever 
(UT) Penrose (original) (new) Plebatlski 

k" l" l" l" e 3 

" 
m", n", n" n" e4 

" 
t", rna rna m" e1 

'" 
t* 
'" 

m", m" m" e 2 

'" 
k Ot lOi let. lry; e/" 
mOl net n'" n'" e3'" 

tOi mOl m'" m" e 2" 

t*" mOl rn" ;no; el Oi 

dk D ,3 ,I ,4 

dm 6 ,0 ,2 ,3 

dt () -,2 ,3 ,2 

d t* "6 - ,1 ,4 ,I 

P k €+ " 

Pm y+y 

P t f3+a 

P t * en 73 
C 2 -"'0 !CI1 -Cu 

!C(5) 

C 1 I/Jl !C13 C12 
!C(4) 

Co -1/J2 ~C12 -C13 
!C(3) 

C_l I/Ja !C23 C32 !C(2) 

C 2 -1/J4 !C22 -Ca3 !CCll 

R 2411 R R R 

v _ !a2 a1 -r42 

U -a3 2a2 r 12 +r34 

W -!a1 a3 - r 31 

B. Z2 Z3 (!SU) 

BO 2Z3 _Z2 (-SI2) 

B. z1 Zl (!S22) 

Clearly a change of £2 effects all curvature quantities, 
while a chaJ;lge of £3 effects just the Ricci tensor and the 
Ricci scalar. Knowing how all quantities transform un
der changes of £1' £2' and £3. it is rather easy to re
express the Newman-Penrose equations in terms of 
general values of £1, £2' and £3' (See Appendix Ao ) It is 
accordingly easy to deduce the correspondence between 
notations both as they would be if all conventions agreed 
(see Table II) and as they actually are in view of the 
differing conventions (see Table ill). In our tables we 
compare the Illinois Institute of Technology (IIT) nota
tion, developed by I. Hauser,5 the Newman-Penrose 
notation, the notation of R. Debevers (which appears to 
be in a state of flux), and the notation of J. F. 
Plebanski. 7 

II. EFFECT OF CHANGE OF SIGNATURE UPON 
THE MORE ABSTRACT STRUCTURAL EQUATIONS 

We at IIT use (k", rnlJl, flJl, t*"') in place of 
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Hauser Newman- Debever Debever 
(lIT) Penrose (original) (new) Plebanski 

v k K - ~a23 K - r 424 

vm T - ~a20 T - r 423 

v t a !a2
2 a - r 422 

v t * p !a2
1 p - r 421 

11k 2< -a3
3 2< r 124 + r 344 

urn 2y -a3o 2y r 123 + r 343 

Ut 2{3 a3 2 2(3 r 122 + r 342 

Ut* 20' (T3
1 20' r 121 + r 341 

wk IT -~aI3 1f - r 314 

Wm lJ -!a10 IJ -r313 

Wt tL ~a\ tL - r 312 

Wt* A !o\ A - r3!1 

iQk E-< 

iQm y-y 

iQt (3-"Ci 

iQt* 0' - (j 

Skk - 2 <I> 00 Elj -2El1 C 44 

Skt - 2<POI -E13 -2E12 C42 

Stt -2<I>02 -E12 -2E13 C n 

Skt* - 2 <I> 1 0 -E3i -2E2i C41 

Stt* -2<I>11 i E 33 -2E22 C 21 

Smt - 2<1>12 E32 -2E23 C32 

St*t* -2<1>20 -E21 - 2E31 ell 
Smt* -24>21 -E23 - 2E32 C 31 

Smm -2<1>22 E22 - 2E33 C 33 

k 0° 01 e3 

m 03 li2 e4 

iii lis C1 

t* li 2 
li4 e2 

(l"', n"', rn"', m"'). This is not the result of innate perver
sity, but is simply due to the fact that after a number of 
years in particle theory my interest in general relativity 
was rekindled about 1966, when I happened to notice 
R. Po Kerr's famous 1t page paper. 8 Sheer curiosity 
concerning how he got his solution prompted me to set 
up a tetrad formalism using Kerr's notation and conven
tions. I also managed to interest I. Hauser in my ef
forts, and he devised an elaborate null tetrad machin
ery. most of which has never been published, but which 
our small relativity group at IIT uses. It was consider
ably later9 that we were exposed to the Newman-Penrose 
approach to null tetrads, specifically when we received 
a copy of the Ph.D. thesis of W. Kinnersley. Today we 
are much better acquainted with the literature than we 
were at the time we were getting started, and perhaps 
if we were developing the lIT formalism today we would 
choose to employ £1 = £2 = £3 = -1. However, as a result 
of working with £1 = £2 = £3 := + 1 for so long, we do feel 
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TABLE III. Notational correspondences which actually hold in view of differing conventions, i. e. , differing (EIoE2,E~. 

Hauser 
(lIT) 

t", 

t~ 

k'" 

m'" 

t'" 

t*'" 

R 

v 

u 

w 

Newman
Penrose 

-l", 

l'" 

-n'" 
_ma 

-m~ 

D 

-6. 

-0 

-0 

E+E 

- (y+y) 

- V3+ ti) 

- (C. + j3) 

-I/!o 

I/!I 

-1/!2 

I/! 3 

- <P4 

-24 A 

Debever 
(original) 

-la 

l'" 

-n'" 
_ma 

,3 

-,0 

,2 

,1 

~Cll 

!C13 

~C12 

!C23 

~C22 

-R 

_Z2 

_2Z3 

_ZI 

Debever 
(new) 

-la 

la 

-n'" 
_ma 

,1 

- ,2 

- ,3 

-,4 

-Cll 

C12 

-C13 

C32 

- C 33 

-R 

_Z3 

Z2 

_ZI 

Plebarlski 

_~C(5) 

_~C(4) 

_~C(3) 

_ ~C(2) 

_~C(t) 

R 

(~Sll) 

(-SI2) 

(~S22) 

more secure using those conventions. The present paper 
should facilitate translating our results as well as our 
equations into other languages. 

We shall denote the basic 1-vectors by (k, m, t, t*) and 
the corresponding 1-forms by (k, m, t, t*). Under a 
change of signature k remains unchanged while m, t, 
and t* change sign. On the other hand, k changes sign, 
while m, t, and t* remain unchanged. Because the 
metric tensor changes sign, any inner product of 1-vec
tors or 1-forms undergoes an additional sign change. 

The connection 1-forms, 

v = dk' t, U = dk' m + dt· t*, w == dm • t* , 

appropriate for signature + 2 are transformed into the 
connection 1-forms, 

v=dk·t, u=dk·m+dt*·t, w=dt*'m, 

appropriate for Signature - 2, and vice versa. Thus, if 
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Hauser 
(lIT) 

iQk 

iQm 

iQt 

iQt* 

Skk 

Skt 

Sit 

Skt* 

Stt* 

Smt 

St*t* 

Srnt* 

Srnm 

k 

t* 

Newman
Penrose 

K 

-T 

-u 

-p 

2E 

-21' 

- 2{3 

-20! 

7r 

-v 

E-E 

- (y-y) 

- ({3 - ti) 

- (0'-{3) 

- 2<I>00 

2<I>01 

- 2 <I> 02 

2<I>10 

-2<I>ll 

-2<I>12 

- 2 <I> 20 

- 2<I>21 

- 2<I>22 

Debever 
(original) 

2 U 3 

~u20 

- ~u22 

_~u21 

- u3
3 

u30 

- U
3

2 

- u31 

- ~u13 

~u10 
- ~u12 

-~u\ 

Ell 

E13 

-E12 

E31 

!E33 

E32 

-E21 

-E23 

E22 

Debever 
(new) 

K 

-T 

-u 

-p 

2£ 

-21' 

- 2{3 

-20' 

7r 

-v 

-II-

-A 

-2El1 

2E12 

-2E13 

2E21 

- 2E22 

- 2E23 
- 2E31 

- 2E32 

- 2E33 

Plebarlski 

r 424 

- r 423 

- r 422 

-r421 

r124+r344 

r123 +r 343 

r122+r342 

r 121 +r 341 

- r 314 

- r 313 

-r312 

- r 3ll 

you have an explicit expression for v, u, or w in terms 
of coordinate differentials, you can adapt it without 
change to the opposite signature. 

The null tetrad components of v, U, and w we denote 
by subscripts. vk=k·v, uk=k'u, wk=k·w do not change 
sign under change of Signature, but all other null tetrad 
components of v, u, and w change sign. Similarly dk 
=k·d remains unchanged, but dm=m ·d, d t =t 'd, and 
dt*=t*·d all change sign. We expressed all these re
sults earlier in terms of the Newman-Penrose notation. 

Under a change of signature the basisto for 2-forms, 

B+=k/\t, Bo=k/\m+t/\t*, B_=m/\t*, 

appropriate for Et = + 1 is transformed into the negative 
of the basis for 2-forms. 

B+=k/\t, Bo=k/\m +t*/\t, B_=t* f\m, 

appropriate for Et = - 1. Thus, if you have an explicit 
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expression for B+, Bo, or B., in terms of coordinate 
differentials, you can adapt it to the opposite signature 
simply by changing its sign. 

At lIT (where £1 = £2 = £3 = + 1) we write the structural 
equations, which constitute a more abstract form of the 
eighteen Newman-Penrose equations, as follows: 

dv - U 1\ V = C2B. + C2B o + (Co +A-R)B+ 

+~SkkB~ +~SktBt +~SttB~, 

du - 2u' 1\ v = - 2[C IB. + (Co -irR)Bo + C.B+ 

+~Skt*B! + ~Stt*Bt - ~SmtBn 
dw - wl\u = (Co +-(.zR)B. +C.IBo +C.2B+ 

We have already stated that under a change of signature 
v, u, and w remain unchanged, while B+, Bo, and B. 
change sign. In addition, R, Skt' Skt*' C2 , Cj, Co, C.I, 
and C.2 change sign, while all other components of the 
traceless part of the Ricci tensor remain unchanged. 11 

Knowing how all quantities transform under changes 
of £1> £2' and £3' one may easily deduce the form of the 
structural equations for arbitrary £1> £2' and £3' (See 
Appendix B.) In particular, we suggest how the struc· 
tural equations should be written in order that they be 
most compatible with the Newman-Penrose notation 
(£1 = £2 = £3 = - 1). Since, to our knowledge, Newman 
and Penrose have not introduc ed symbols for (v, ~u, w) 
and (B+, ~Bo, BJ we have employed our symbols l2 there. 

We sincerely hope that the reader finds this guide to 
changing languages informative and useful. We were 
tempted to include a discussion of the more sophisti
cated aspects of IIT formalism such as (p, q )-forms in 
general, the (2, 2)-forms lR and ID in particular, and the 
two Grassmann inner products rand 1, but in the inter· 
est of maintaining simplicity of presentation we success
fully resisted the temptation. 
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APPENDIX A: NEWMAN-PENROSE EQUATIONS 
FOR ARBITRARY (£1' £2' £3 ) 

The eighteen Newman-Penrose equations: 

(la) Dp - 5K=- £1(p2 +aa) + (E +E)p- KT - K(3C1' +$ + £17T) 

- £1 £2 £34>00' 

(lb) Da- OK =- £I(P + p)a + (3E - E)a- (T + £17T +0; + 3(3)K 

- £2>1'0, 

(lc) DT -AK = (-£IT + n-)p + (- £IT + 7T)a + (E - E)T - (3y + Y)K 

- £2>1'1 - £1£2£3<POI' 

(ld) DCI' - 6€ = (- £IP +"E - 2£)CI' - £1{3a-(3E - K?t - KY 

+ (- £IE +p)7T- £1£2£34>10' 
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(1 e) D{3 - 6E = (- £ICI' + 7T)a + (- C;p - E){3 - (fl + Y)K 

- (a + £j1T)E - £2>1'1, 

(If) Dy - AE = (- £IT + 7T)CI' + (- CIT + 7T){3 - (E +"E)y- (y + Y)E 

+ T7T - VK - £21/!2 -£2£3A - £1 £2£3<P11' 

(lg) D?t - 67T = - £1 (p?t + afl) - £17T2 + (CI' - (3)7T - vK - (3f - "E)?t 

(lh) Dfl- 07T=- £1(Pfl +a?t)- £17T7T- (E +"E)fl- 7T (a - {3) 

- vk - £21/!2 + 2£2£3A, 

(li) Dv - A7T = (7T - £1 T)iJ + (7T - £IT)?t + (y - Y)7T - (3E +"E)v 

- £21/!3 - £1 £2£3<P21> 

(lj) A?t- 5V=- (fl +j:L)?t- (3y-y)?t + (3C1' +(3- £17T- T)V 

- £1 £21/!4 , 

(lk) op - 6a=p(a + {3) - a(3C1' - i3) + (p- p)T- £I(fl- j:L)K 

- £1 £21/!1 + £2£3<POI, 

(11) OCl' - 6{3=(J.lp- ?ta) +CI'a +{3$- 2C1'{3 +y(p- p) 

- £IE(fl - ii) - £1£21/!2 - £1£2£3A + £2£3<P11, 

(1 m) o?t - 8fl = (p - p)v - £1 (iJ - j:L)7T + fl (CI' + (3) 

+ ?t(a - 3{3) - £1 £21/!3 + £2£3<P21' 

(In) OV - AiJ = (iJ2 + ?t~) + (y +Y)fl + £liJ7T + (T- 3{3- a)v 

+£2£3<P2Z, 

(10) oy- A{3 = (T- 0; - {3)y + iJT- av + £IEiJ- {3(y- Y- J.l) 

+ CI'?t + £2 C3<P12 , 

(lp) OT- AU = (110 +~p) + (T + {3 - a)T - (3y - y)a + £IKiJ 

+ £2£3<P02, 

(lq) Ap - 5T=- (Pll +a?t) + (i3" - CI' - T)T + (y +Y)p - £IVK 

- £1 £21/!2 + 2£1 £2£3A, 

(lr) ACI' - By = (p - £IE)V - (T + {3)?t + (y - il)CI' + «(3 - T)y 

- £1 £21/!3' 

Commutation relations: 

(2a) (AD -DA)¢ =[(y +y)D + (E +"E)A -(- £I T + iT) '6 

-(-£IT+ 7T)O]¢, 

(2b) (oD - Do)¢ = [(Cy + {3 + £17T)D + KA + £l a 6 

- (- £IP +E - "E)o]¢, 

(2c) (OA - M)¢ =[£lvD + (T- a - {3)A +X6 + (J.l- y +y)o]¢, 

(2d) (60 - 06)¢ == [- £1 Gi - iJ)D + (ji - p)A - (a - {3)6 

- (i3 - CI')o]¢. 

Vacuum Bianchi identities: 

(3a) D1/!1 +£161/!0=- 3K1/!2 +(2E- 4CIP)1/!I- (-7T- 4CICI')1/!0, 

(3b) D1/!2 +£151/!1 =- 2K1/!3- 3£IP1/!2 - (- 27T- 2£ICI')1/!1 + £1?t1/!0, 

(3c) D1/!3 + £161/!2 = - K1/!4 - (2E + 2£IP)1/!3 + 37T1/!2 + 2£1 ?t1/!1> 

(3d) D1/!4 + £161/!3 = - (4€ + £IP)1/!4 + (47T - 2£ICI' )1/!3 + 3£1?t1/!2, 

(3e) A1/!o- 01/!1=(4y- fl)1/!o- (4T+2{3)1/!1 + 3a1/!2 , 

(3f) A1/!1 - 01/!2 = v1/!o + (2y - 2iJ) 1/!1 - 3T1/!2 + 201/!3' 
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(3g) t.<P2 - O<P3 = 2V<Pl - 3/J. <P2 + (- 27" + 2(3)<P3 + a<P4, 

(3h) t.<P3 - O<P4 = 3v<P2 - (2')1 + 4/J. )<P3 + (- 7" + 4(3)<P4' 

APPENDIX B: STRUCTURAL EQUATIONS FOR 
ARBITRARY (£1' £2' (3) 

Differentials of I-forms: 

(la) dk==P/\ k+£lv*/\t+£lv/\t*, 

(lb) dm=-P/\m+w/\t+w*/\t*, 

(1 c) dt = - £IW /\ k - v /\ m + iQ /\t , 

P = (u + u*)/2, Q = (u - u*)/2i. 

Definitions of 2-forms: 

(2) B+=k/\t, Bo=k/\m +£It/\t*, B_=£lm/\t*. 

Differentials of 2-forms: 

(3a) dB+=u/\B+-v/\Bo, 

(3b) dBo=2w/\B+ - 2v/\B_, 

(3c) dB_=w/\Bo-u/\B_. 

2-form analog of 18-Newman-Penrose equations: 

(4a) dv - u/\v = £2(C 2B_ + C1BO + CoB+) -.f.z£2£3RB+ 

+ hi £2£3(Sk~~ + £lSktB t +SttB!'), 
(4b) du - 2w /\ v = - 2£2(C1B_ + CoBo +C_1B+) --fi£2£gRBo 

+hl£2£3(£ISkt*B~ +Stt*Bt -SmtB !'), 

(4c) dw - w /\u = £2(C oB_ + C_1BO + C_2B+) -n£2£gRB_ 

+hl£2£3(St*t*B~ - Smt*Bt +SmmBt). 

Thus, for example, if one desires to write the struc
tural equations in a form most compatible with the tra

ditional N ewman- Penrose equations (£1 = £2 = £3 == - 1), 
one should write the following: 
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(5a) dl==P/\l-v/\m-v/\m, 

(5b) dn ==- P !\n +w /\m +w/\m, 
(5c) dm ==w /\l- v /\n +iQ A m, 

(6) B+==lAm, Bo==l/\n+m/\m, B_==m/\n, 

(7a) v == 1m + 7"1- am - pm, 

(7b) tu =En +')11- 13m - am, 

(7c) w=7Tn+vl-/J.m-'Am, 
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(Ba) dv - u /\ v = <PoB_ - <P1BO + (<P2 - 2A)B+ 

+ <1>00.8_ - <l>OlBo + <1>02.8+, 

(Bb) t(du - w /\ v) == <plB_ - (<P2 + A)Bo + <P3B+ 

- <1>10.8_ + <l>11Bo - <1>12.8_ 

(Bc) dw - w /\u == (<P2 - 2A)B_ - <P3B O + <p4B+ 

+<1>20.8_- <1>21.80 +<1>22.8_. 

Probably one should select NP-type names for the basic 
2-forms (B+, tBo, BJ and the connection I-forms 
(v,tu,w), but I shall leave that choice up to Newman and 
Penrose. 

IAll the languages with which we are concerned regard R",8r6 

as skew-symmetric in a and (3 as well as in y and Ii. 
2It is convenient to select l", in order to preserve the form of 
D=l"'(J",. 

3E. Newman and R. Penrose, J. Math. Phys. 3, 566 (1962); 
4, 998 (1963). In determining (£1,£20£3) we took note of 
Sec. 11 and Eqs. (2.7) and (2.8). 

4L. P. E isenhart, Riemannian Geometry (Princeton U. P. , 
Princeton, N.J., 1926). 

51. Hauser and R.J. Malhiot, J. Math. Phys. 15, 816 (1974); 
16, 150, 1625 (1975), Our identifications of £1,£2,£3, and £4 
may be based upon Sec. 1 of the last paper, Footnote 10 of 
the second paper, and Eq. (39) of the first paper. 

GR. Debever, Cah. Phys. 168-169, 303 (1964). In determining 
£1>£2,£3, and £4 we took note of Sec. 1.1, Eq. (5.6), and 
Sec. 1. 6. Debever's notation is currently in a state of flux! 
Compare, for example, Bull. Cl. Sci. Acad. Roy. Belg. 60, 
998 (1974). 

7J. F. Plebanski, Spinors, Tetrads and Forms, a proto-book 
representing lecture notes from a course on advanced rela
tivity given at the Centro de Investigacion y de Estudios 
Avanzados del IPN (Mexico). 1974. In determining £1o£2'£~' 
and £4 we took note of Sec. 1.1 and Eqs. (V.2.21), (V.2.12), 
m.1.11), and (lI.1.12). The reader should note that at an 
earlier time Plebanski employed signature - 2, but currently 
uses signature + 2. 

8R.P. Kerr, Phys. Rev. Lett. 11, 237 (1963), 
91 thank R. Isaacson for suggesting that 1 look into the rela
tionship between the IlT language and the Newman-Penrose 
language when he and 1 were colleagues at IIT. 

IOAt lIT we generally suppress the symbol /\ between differen
tial forms. 

l1We would continue to use C2 , ••• , C_2 for the corresponding 
bivector components of the Weyl conform tensor if we were 
to switch signature. 

120ur symbols generally have subscripts associated with spin 
weight. However, the symbols (v,u, w) are used in order to 
avoid having two different types of subscripts on spin
coeffic ients. 
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Analytic continuation of an operator-valued H -function with 
applications to neutron transport theory 

c. T. Kelley 

Purdue University, West Lafayette, Indiana 
(Received 20 September 1976) 

An operator-valued generalization of Chandrasekhar's H -function satisfies a nonlinear integral equation. 
A bifurcation analysis of this equation gives an analytic continuation of the H -function. This result is 
applied to a criticality problem in neutron transport theory, and asymptotic results are obtained. 

I. INTRODUCTION 

Operator values analogs of the Chandrasekhar H
function1 have been discussed by Mullikin2 and Kelley. 3 

The H operators in Ref. 3 satisfy a coupled system of 
nonlinear equations: 

(
H/(/l,1:) ° \ ° H;(M,1:)) 

= (1 0) + ?: j1 (D(V) .0 )(Hr(V,!;) 0) ° I' /l, 0 ° D'(v) ° H;(v, n 
x~ (H,(/l, 1:) ° \ 

M + v ° H;(/l, 1:)) . 
(1. 1) 

In (1. 1), Hand D are operator valued and Bochner
intergrable on [0, 1l, the prime denotes Banach space 
adjoint, and 1: is a complex parameter. It was shown in 
Ref. 3 that if 

(1.2) 

the system (1. 1) can be solved by an interative scheme. 
In the scalar4 and matrix5- 7 cases, it has been shown, 
under certain positivity assumptions on D, that the 
point 

1:=211 folD(v)dvllsp (1.3) 

is a branch point of order two for Eq. (1.1). In (1. 3), 
II 0 Ii sp denotes spectral radius. In this paper as in Refs, 
4 and 5, we normalize II 16 D(v) dvllsp to be ~. The branch 
point for (1.1) then is at 1:=1. This gives an analytic 
continuation of H past the pOint 1: = 1. In the scalar case 
this result has been applied to probability by Mullikin, 4 

and in the matrix case to criticality problems in neutron 
transport theory by Victory, 6 Mullikin and Victory, 5 

and Bowden, Greenberg, and Zweifel. 8 

In the present paper we show that, under certain 
positivity and continuity assumptions on D(v), 1:= 1 is a 
branch point of order two for (1. 1). This result allows 
one to continue the H-operators analytically to a cut 
neighborhood of 1: = L As an application we indicate how 
the criticality results5,6 may be generalized, 

In this paper, for B a Banach space, L (B) (resp. 
Com(8) will denote the spaces of bounded (resp, 
compact) linear maps on B. 1B/>«(a, b),B) will denote the 
space of Bochner p-integrable functions 9 on (a, b) 
having values in B. B2 will denote the space of two vec
tors having components in B. R (resp, <t) will denote 
the real (resp. complex) numbers. e will denote the 
Heaviside function. 

II. A BIFURCATION ANALYSIS OF Ea. (1.1) 

Let Eo < E1 be real. Let N be the Banach algebra of 
integral operators on (=( ([Eo, E 1)) with continuous 
kernels with the following norm: for A EN, let k A (E, E') 
be the associated kernel, define 

IIAII =maxlkA(E,E')I. (2.1) 
N E,E' 

The multiplication on N is given by 

k (E E')=fE1k (E E")k (E" E')dE" (2.2) AB, EO A, B , 

For A e:.1\I, define A' by 

kA.(E, E') =kA(E', E) 

We note that (AB)' =B'A'. 

(2.3) 

Note also that A' is not the operator adjoint of A; it 
is that integral operator defined on ( having as its 
kernel the transpose kernel of A. 

Let No be the algebra formed by adjoining the identity 
to N. We define INo = lAo' 

Let No(N) be the algebra of 2 x 2 diagonal matrices of 
the form 

A= (~I AO} A"AyENo(N). (2.4) 

We define 

and 

A*=(~r ~;) (2.8) 

We note (AB)*=B*A*. 

For A E N, let kA be the 2-vector of continuous 
functions 

(
k Al (E, E')) 
kAr(E',E) • 

If g=(H) and f=(~P are 2-vectors of continuous func
tions, we say g~ I if gj ~ Ii> j = 1,2. We note that ele
ments of N may be considered as operators on the 
Banach space (2 of 2-vectors of continuous functions on 
[Eo, Ell. We write 
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IIA IlL (C 2) ~f IIA 112. (2.9) 

Note that 

IIAIIN? (E1 -Eo)-III Alk (2. 10) 

The norm on C2 is given by 

II (~) II (2 = max(llull(, Ilv Ill)' 
We consider the algebra X = 181 (1R; IV) with multi

plication and norm given by 

T * Sex) = f.: T(x - y)5(y) dy, 

IITIIA =1.: IIT(x)IINdx. 
In X we may define a Fourier transform by 

1'(11.) = J 00 T(x) exp(iAx) dx. 
-~ 

We have 
~ ~ ~ 
T * S(II.) = T(II.)S(II.). 

We define a projector P by 

PT(x) = T(x)8(x), 

and let lP T and T be defined in L (P X) and L ()() by 

(lPTlS(x) =P jo ~ T(x - y)S(y)dy, 

T5~'() = r: T(x - y)5(y) dy. 

We have 

(2.11) 

(2.12) 

(2.13) 

(20 14) 

(2.15) 

(2. 16) 

IIJPTllsp'" IllPTII\ (!'A}'" IITII/(A}"'J.:IIT(x)112dx. 
(2.17) 

If "lPTil sp '" 1, as an operator on PX, then for each 1;, 
1 I; 1 < 1, we can find a unique r E PX so that 

r(x, 1:) - I; 10 ~ T(x - y)r(y, 1;) dy = I;T(x), x> O. (2.18) 

We define 

f/(II., 1;) = 1+ I'*(II., 1;). (2.19) 

Then f,' is an analytic, No- valued function of A for 
ImX> 0, and continuous for ImX? O. 

We have, as in Ref. 3, 

Theorem 2. 1: Let T EX. Assume that 

(i) II JP Til sp '" 1, 

(ii) T*(- x) = T(x). 

K(X)=Volexp(-lxl/v)D(V)(dV/V), 

0, 

We set 

T(x) = (KO(X) 0) 
K'(x) • 

x*O, (2.24) 
x=O. 

As in Ref. 3, TE.X, T*(x) = T(x)=T(-x), and IIFTllso 
=1. 

Let H(fJ., 1:) and D(fJ.) be given by 

H(Il, r,) =f/(i/ 11, r,) (2025) 

D(Il)=(D~Il) D'~fJ.»)' 0"'11""-1. 

As in Ref. 3, we obtain 

Theorem 2.2: H(Il, 1;) is a continuous No-valued func
tion of 11 for 0 os /l '" 1; it is a meromorphic No- valued 
function of fJ. for fJ. E e/[ - 1,01, and analytic for RefJ. 
> O. Moreover, 

H(fJ., 1;)=1+ Ill; jl D (V)H*(V,!;) d~ H(fJ.,I;)o (2.26) 
o fJ. v 

As H commutes with itself and the identity, we may 
also write Eq. (2.26) as 

H(Il,I;)=I+IlI;H(fJ.,r,) [I D (V)H*(V,!;) d~ • (2.26') 
o }l v 

Theorem 2.2 implies that kH(""e>_I(E, E') is a continuous 
1R2-valued function of (fJ., E, E') for 0'" 1 I; 1< 1. As in Ref. 
7, if 0 os I; < y/ < 1, we have 

0", k H("" t}_AE, E') '" k H(jJ.,n}_I(E, E'). 

We require 

Theorem 2.3: The limit 

limH(fJ.,I;)=H(fJ.) 
t-l-

exists in No, uniformly in fJ., and therefore 

k H(", }_I(E, E/) E. C ([0,1] x [Eo, E1] x [Eo, El])2. 

(2.27) 

(2.28) 

Proof: As in Ref. 7 the assumptions on e and 2: imply 
that there is \1 = (~t) > 0, so that u y and 111 are in C and 

[/- T(O)]u=O, 

j'EI 
(un U 1 ) = E lty(E)u1(E) dE = 1. 

o 

(2.29) 

(2.30) Then for A c R, 1 I: 1 < 1, we have 

[I - sT(lI.) 11-/* (x, l;)fI(- x, 1;) = I. (2.20) From Eq. (2.26) we have 

Now let C EN be such that kc is strictly positive. Let 
a c:=:C be bounded from below by 1. For rp E.C we define 
a multiplication operator 2: E: L (C) by 

H*(}l, 1;)[/- l;io
1 
H(v, I;)D(v)dv] 

=I-!;H* (fJ., 1:) 10 1 
[v/(fJ. + v)lH(v, I:)D(v)dv. (2.31) 

Zrp(E) =a(E)rp(E). (2.21) By theorem 2.1 we have 

We assume that 

II L;-
I C II sp = ±. 

Note that (2.22) implies that II PTil sp = 1 as an opera
tor on PX. We define an operator-valued function D(v) 
by 

D(v)rp(E)=JE:1kcCE,E')8(a(E't1- V)rp(E') dE' (2.23) 

and anN-valued function K by 
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1- I; 101 
H(v, I;)D(v) dv = H(co, I;)(I - d(o)). (2.32) 

We apply both sides of (2.31) to U and use (2.32) to get 

(1- I;)H*(fJ., I;)H(co, I;)U 

(2.33) 

Now as kH(""O_I(E, E') ? ~) and H(Il, I;)U? u, we have 
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(1 - (,)H* (Il, (,)U 

<S [l- (,H* (Il, 1:) i' Il ~ v H(v, (')D(v) dv Ju, 
Hence 

H*(Il, 1:>[(1- 1;)1+ (, fo' 11 :v H(v, nD(v) dV]U '" u. (2.34) 

Now the vector function j, given by 

f(1l, (" E, E') = [(1- 1;)1+ I; (' -~ JI(v, I;)D(v) dVJU, 
)0 11 + v 

is bounded away from zero in the sense that 

inf f(Il,1;,E,E')=A"O. 
o"'c <, 
0"',,"1 

EO"'E,E''''E1 
Hence 

fE:' k H*(", o_I(E, E') dE' <S (1/ A)[max( II u,II~, Ilu y II ~)]. 
(2.35) 

Therefore, 

limil H*(", CI_I(E, E') =k H(" 1_I(E, E') 
C -,-

exists in (L,([0,I]x[Eu,E,]x[Eo,Ed))2. Moreover, by 
Eq. (2.35), H(I1)EID,([O,I);L t (L t ([Eo,Et»), andH*(I1) 
E ]Bt([O, 1];L (L~([Eo,Et]))). We may therefore take 
limits in Eq. (2.26') to get 

(2.36) 

Now for each IlE[0,11, H(Il)-/ECom(L,) and H(Il)"' 
=I-Il f~D(v)H*(v)dvl(1l +v) is a right inverse of H(Il). 
Hence H(jJ.)-' must also be a left inverse. Therefore, 
we may rewrite Eq. (2.36) as 

I ' dv H(Il) =01+ jJ. D(v)H*(v)-+ H(jJ.). 
o Il v 

(2.36') 

(2.36') implies that kH("I_I(E, E') is continuous in E for 
each fixed E'. Hence kH*("I_I(E, E') is continuous in E'. 
Equation (2.36) and the dominated convergence theorem 
imply that kH(",J_I(E,E') is continuous on [Eo,Ed x [Eo,El] 
for each fixed 110 

Now H(Il)~' is an analytic, L (C2)-valued function of Il 
for Jl E e/[-I, 0], and continuous on [0,1]. Hence H(Il) 
and H* (11) are meromorphic L (C2)-valued functions, 
continuous on [0, I] since H(Il) - I is compact. Hence 
kH(/Ll_I(E, E') is an analytic C 2-valued function for 11 
near (0, I], ReJl '> 0. Especially, k H(/Ll-I is a continuous 
C 2-valued function on (0,1]. But limu-O+kH(",J_I==O, by 
Eq. (2.36), and hence kH(/Ll_I is continuous on [0,1] 
x[Eo,E,]x[Eo,El1. Dini's Theorem will therefore im
ply Eq. (2.28). 

Now set E = 1- (, and G(Il,E) = [H(Il) - H(Jl, (,)]H(Il)"t. 
G is a continuous, N-valued function of Jl for ° ~ Jl <S 1. 
We have, as in the scalar4 and matrix3 cases, 

Lemma 2.1: For ° ~E ~ 1, G satisfies 

[

1 dv 
G(Jl,€) - JlH(Jl) D(v)H*(v)G*(V,E)-+-

o Il v 
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= 1 E_E {[I - G(Jl,E)]H(Jl) - I} 

I ' d - IlG(Jl,ElH(Il) D(v)H(v)G*(v,€)_V-. 
o Jl + v 

The Frechet derivative of the map given by Eq. (2.37) 
atE=O, G=OisI-L, where, forKEC([0,11;N), 

f l dv 
LK(Jl) = JlH(Jl) D(v)H* (v)K* (v)-+-. 

o Jl v 
(2.38) 

As in Ref. 7 we consider the alternate operator, 
/h given by 

11 v 
/hK(Il) =H(Jl) -- D(v)H*(v)K*(v) dvo 

o Jl + v 

We note that (/ -/h)K = ° iff F(Il) = JlK(Jl) satisfies 
(I - LlF= 0. 

(20 38') 

Now the assumptions on L: and e together with Eq. 
(2.32) imply that there is (;:;.) =W EC2 so that , 

(I - fo' D(v)H*(v, t) dv)w = 0. (2.39) 

forf=(~;)EC2 set 

Pf=((fy,W,)Wr)=(p, O)f (2.40) 
(f"wy)w/ ° P r • 

We have p*=p and (/-/h)P=0. 

If K is such that (I -/I1)K = 0, then (I -/I1 2)K = 0, i. e., 

K(Jl) =/I1 2K(Jl) 

=H(Jl) 11 _v_ D(v)H*(v) 
o Jl + v 

X ii K(et.)H(et.)ID(et.)+daH*(v)dv. 
° a v 

(2.41) 

Hence the associated kernels, k K/ and k Ky' satisfy 
equations of the form 

It is easy to see that the operators /11 rand /11, are 
compact onC([O,ljx[Eo,E i ]x[Eo,Etl) and strictly posi
tive in the sense of Karlin. 10 Hence, if there is a solu
tion to Eq. (2.42), it is unique up to a scalar multiple. 
We then must have 

(2.41') 

Hence (/ - L )F= ° has, up to a scalar multiple, the uni
que solution 

(2.42') 

Also there is 6. E (C2
[[ 0,1] x [Eo, Ein)' so that if 

k E C 2 ([ 0,1] x [Eo, Ed2) is nonnegative and not identifical
ly zero, 6.(k) > ° and for every FEC([O,11;N) 

6.(k U _L)F) = 0. (2043) 

For FEC([O, 1];N) we set A(F) =: 6.(kF); Eqo (2.37) then 
becomes 

G(Jl,E, a) = aJlP + Q(N(E, Gn, 
A(N(E,G»=O. 

We describe 6. in more detail in the Appendix. 

(2044) 

Here, a is a complex parameter, N(E, G) is the right 
side of Eq. (2.37), and Q is a pseudo- inverse of (I - L ). 
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For IIGll c ([Q,1J,N)' lEI, and lal small, Eq. (2.44) has 
a unique solution, if 0/ is considered as a variable. We 
put this solution into the condition 

E(E, a) = A. W(E, G(/-L,E, a») =0 (2.45) 

and differentiate with respect to a and E to get 

(\ 
E(O, 0) = 0, il-;:; E(O, 0) = 0, 

aE 
~ (0,0) = A. (H(/-L) - 1) > 0, (2.46) 

'i}E 2 
oa2 (0,0) = - A. (/-L P) < O. 

As N(E, G) is analytic in E near E =0, E~, (\I) is analytic 
in E and a for small I E I and I a I. Hence a is a two
valued function of E, near E == O. So G = 0, E = 0 is a 
branch point of order 2 of Eq. (3.37). We may then 
write 

G(/-L,E) =El/2G1 (/-L)+EG2(/-L) + 0(E 3/ 2). (2.47) 

Where El/2 is the positive square root. 

We substitute Eq. (2.47) into Eq. (2.38) to get 

G1({J.)=a{J.P, a 2[A.({J.2p)]=A.(H({J.)-1). (2.48) 

We have 

Theorem 2.4: If D(v) is as in Eq. (2.23), the point 
I; = 1 is a branch point of order two for the nonlinear 
system (1.1). 

The reader should note that we have normalized 
IIF Til sp to be on e. Had we not done this, the branch 
point would have occurred at the point 1;:= 11FT II:~ It 
should also be pOinted out that we have shown that 
H({J.,I;) is in the space No for I; near 1, arg(l- 1;)107T. 
Therefore, H/(/-L, 1;) - I, Hr({J., 1;) - 1 are integral opera
tors with continuous kernels for such 1;. It should also 
be pointed out that the assumption k c > 0 may be weak
ened. One need only assume that there is a positive 
integer p so that k cP > 0 on [Eo, E 1] x [Eo, Ell. 

III. CRITICALITY IN NEUTRON TRANSPORT 

Let K be given by Eq. (2.24). For 0 < T <. 00 consider 
the operator KTE Com(C([O, Tl,C)) given by 

KT¢(x):=]o'J'K(x-y)¢(y)dy, O-'SX-'ST. (3.1) 

It is clear that (I - I;KT,-l exists for I I; I <.1. For I I; I 
<.1, define r(x; 1;, T) by 

r(x, 1;, T) - I; fo j T(x - y)r(y; 1;, T) dy 

= !;T(x), o ,""X '"" T. 

As in Refs. 5 and 6, we have 

Theorem 3.1: (1 - I; KTt1¢ (x) = ¢ (x) + f~ R(x,y; 1;, T) 

X¢(y)dy, forO,""x,""T, where 

{
r/(X-Y;I;,T),O,""Y,""X-'ST} 

R (x , Y; 1;, T) = r r (y _ x; 1;, T), 0 '"" x '"" Y '"" r 
r min h', y) [ + Jo r1(X - r; t, T)rr(Y - r;!;, r) 

(3.2) 

- r/(T-X +r; 1;, r)rr(T- y +r; t, T)ldr. (3.3) 

We note that formula (3.3) holds if KElBt(R;Com(B» 
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and ¢ is B-valued for any Banach space B if 
eo> IIK(X)II L (5) dx '"" 1. 

Now we let f be the extension of r to all of R by the 
defining equation (3.2). We define r 1 and r2 with sup
port in (0,00) by 

rl(_ x) + r,(x) + r2(x - T) 

= I;K(x) + !;K ~,(x) = f,ex). (3.4) 

For Imz ~ 0, we set 
~1 

P(z; 1;, T) ==fi /(z, I;)[I - r (z; 1;, T)], 
A2 

Q(z; s, T):=H,(z,!;)r (z; 1;, T). 

As in Refs. 5 and 6, we have 

r,(x; 1;, T)= l..1°O I;K(z)[I- !;K(z)]-t 
27T _~ 

(3.5) 

(3.6) 

xH j l (z, I;)F(x, z, 1;, T) dz, (3.7) 

where F(x ,z, 1;, T):= p(z; 1;, T) exp(ixz) - Q(z; 1;, r) 
Xexp[i(T-X)ZJ. The convergence of the integral in Eq. 
(3.7) is in the sense of lB2(R, IV). 

We make the following assumption on the distribution 
of zeros of [1 - ?;K(z)]. 

(I) There is (3 > 0 such tl}at, for I Imz I < (3 and I: suf
ficiently close to 1, [1- !:K(z)]-l exists for every z 

*± zo, where I Imzo I < f3. 

We note that assumption (I) implies that [I - K(z)]-l 

exists for every z * 0, I Imz I < (3, since Zo = 0 if I; = 1. 

As in Refs. 5 and 6, we have 

Theorem 3.2: ForE:=l-1: small, zo=zo~) is an 
analytic function of El /2 for I argE I < 7T. For E real, Zo is 
pure imaginary and 

ZO(E) = ciE t /2 + 0 (E). (3.8) 

In (3.8) c is given by 

c = [2/ (if! (O)u r , u/)]1 /2, (3.9) 

where the double prime denotes second derivative and 
U r and u l are given by (2. 29). 

Moreover, eigenvectors Ur(E) and u, (E) may be chosen 
so that [1- I;f(Zo)](~r)=O, (u"u , )=l, and 

I 

u(ec) = (Ur(E») := (lir) + OCE). U,(E) u/ 
(3.10) 

At this point we note that Theorem 2. 4 implies that 
there are two solutiq.,ns to (1.1), Only one of these, 
namely H({J., 1;) = 1 + r* (i/ {J., 1;), is of physical importance, 
The other, which we denote by H(!), is given by 

H(1) ({J. , 1;") = ~ + z2~~(:~El s,]H(J.L, 1;). 

S. is a projector in L (C2) given by 

s /lr) __ 1_ ((fn v r)v ') 
'\11 - (v/,v r) (fl1 v /)vr ' 

where 

(3.11) 

(3. 12) 

(3.13) 
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Note that the physical solution H is analytic for 1 ~ 1 

< 1 and for real s, 0 ~ ?; ~ 1, H / - I, and Hr" - I are in
tegral operators with positive kernels. H 1) has neither 
of these properties. Also the iterative scheme dis
cussed in Ref. 3 will yield the physical solution. It has 
recently been shown1! that the iterative scheme con
verges to H(/l, s) for 1 s 1 ~ 1 in the multigroup case; the 
proof in Ref. 11 generalizes directly to the case of con
tinuous energy dependence discussed here. 

We chose I:; sufficiently close to 1 so that 1 Imzo 1 

< /3/2. We move contours in Eq. (3.7) and obtain 

r, (x, s, 7) = iR (s)K(zo)f(i l (zo, I:)F(x, zo, 1;, 7) 

+ (1/27Ti)Joo+~8/2 I:K(z)(i- sK(z)] 
-00.,8/2 

Xf/il(z, ?;)F(x,z, t, T)dz. (3.14) 

In Eq, (3,14) we have, as in Ref. 8, 

where, forxE:C, 

Q.x =(x,lI r (E)U/(E). (3.16) 

We define, for N-valued G(z), 

TT(G)(Z) = (- 1/27Ti) J' .. +~8/22 1/;1(/, ?;)(i - ?;K(t)1-1 
.. «>+18/ . 

xh'i1(t, I:)[G(l)/(t+z)] exp(iTl)dt, (3,17) 

the integral in (3.17) being understood as a Cauchy 
principle value with respect to the infinite limits. 

If G(z) is analytic in {z 1 Imz ~ i3/2} and 1I(;(z)11 NO is 
bounded there, we have, for n ~ 0, T~(G) = 5~(G), where 

5r (G)(z) = (-1/27Ti) J.::::~~ f/;I(t, 1:11;K(t)[1 - ?;K(t)]-1 

x Hi1 (t, 1:)[ G(t)/ (I + z)] exp(i Tt) dt. (3,18) 

Moreover, there is C> ° so that 

sup II 5~(G)(z) II" ~ C exp(- nT/3/2) 
lmz;.S/2 0 

X (sup II F(z) II '-0)' 
Imz;.B/2 

Hence, for T sufficiently large, we may define func
tion Po and PI .. 

Po(z) = '6 T~n(I)(z), 
n=O (3.19) 

P1(z)=£ T~(-(.)I+-I)(Z), 
n=O Zo 

where the convergence is uniform in {z 1 Imz?; i3/2}. Now 
Po and PI are analytic and bounded in {z l!mz?; ,G/2}. 
We define Qo by 

Qo = TrPo. (3.20) 

If A(z) = exp(iTz o)P1 (z)h';I(zo, I:)R(?;)f(i1(zo, 1:), we have, 
as in Ref. 5, 

P(z) = Po(z) - A(z)Q(zo), 

Q(z) = Qo (z) - A(z)P(zo). 
(3.21) 

The proof of this is a direct generalization of that found 
in Ref. 5. An important role in that proof is played by 
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the following lemma, which we state for completeness 

Lemma 3.1: For !mA> 0, 

f(A ?;) =1+ -.l.-;- foo mz, ?;)'T(Z)dz 
, 27Tl _00 Z - A ' 

(3.22) 

/ ,·1(;1.. r)=1+3.--. JOO T(z)f(*(z, 1:;) dz 
, , s 27Ti.oo z + A • 

(3.22') 

The lemma follows from the Parseval relation as in 
Ref. 5. 

We let?; - 1:;+ > 1, arg(l-?;) - - 7T. Theorem 2.4 im
plies that for ?;+ - 1 small, 

1,"I(t,I:+)= lim f(-I(t,?;) 
c-c+ 

arg<t-O-·. 

is a well-defined, No-valued function for Imz ~ O. The
orem 3.2 implies that 

z+ = lim zo(l - ?;) 
C-C' 

arg(I-C )--" 

exists. For T sufficiently large, Po, Ph and Qo have 
limits at ?;+. We apply the bounded convergence the
orem to Eq. (3. 14) and obtain 

r r(x; ?;+, T) = iRW)K(z+)H j l (z+, 1:+)F(x, z+, ?;+, T) 

+ (1/27Ti) I ~+iB/2 I:+K(z)[1- ?;+K(z)] 
-~+iB/2 

xHil(z; ?;+)F(x,z,?;+, T)dz o (3.23) 

If (1 - s+KT)CP = 0 has a solution cP (x, E) which is posi
tive for 0 ~x ~ T, Eo'" E '" EI> one can show, as in Ref. 
5, that cP must be even about 7/2" Recently Victory12 

has shown that, for ?;+ > 1 and sufficiently close to 1, 
there is T < 00 so that (I - I:+K T)CP = 0 has a positive solu
tion, and 1:+-1 as T>OO, 

We apply (3 0 23) in a way similar to that of ReL 5 to 
get the following asymptotic result: 

Theore m 3, 3: If (I - I:'K T)CP = 0 has a positive solution 
cP, then there is c> 0 so that for T large and Ix- T/21 
< 7/4, 

cP (x) = C cos[z+(T/2 - x) ]Ur(E) + o[ exp(- Ti3/ 4)] (3.24) 

as T - 00, T and 1;+ are related asymptotically, as 
C-1, by 

T=1I/Z+ - 2(l1o + 0(11- 1:;+1), (3.25) 

where 

(lIo = Jo 
1 

(lI (1l)1l 2 dill J/ (lI (/l)1l dll (3.26) 

and 

(lI (/l) =(u/(O), J
o
1

lJD(lJ)Hr(lJ) dlJH1(1l)D(Il)ur(O). (3.27) 
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APPENDIX 

In this appendix we give an explicit formula for the 
functional A which is given uniquely up to a scalar 
multiple by 
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A«(l-L)F)=O, all FEC([O,l],N). (Al) 

Our formula is a direct generalization of that given in 
Appendix B of Ref. 7. 

For A, BEN define 

(A,B) = 1 El 1 El kA (E,E')kB1(E,E') 
EO EO J 

+kA (E,E')k B (E,E')dEdE'. 
r r 

Note that for A,B, C EN, we have 

(A,B) =(A* ,B*), (AC, B) =(A, CB) =(A, BC). (A2) 

For G, K E 1B~([0, 1], N) define 

[K, G] = 101 
(K(fl), G(fl» dfl. (A3) 

Now let Yr and y, be positive functions on [Eo, Etl 
satisfying 

(I - tH(II)D*(II) dll)(Yr) = 0. (A4) 
o Yl 

For j= (~;) Ee define 

Aj== ((fnYl)Yr). (A5) 
(f"Yr)Y, 

We have A* =A and 

A[ 1- 101 
D{II)H* (II) dll) = 0. (A6) 

Now define G E 1B~ ([ 0, 1], N) by 

G(fJ.) = H(fJ.)D* (fJ.)AH-l (fl). (A7) 

Then for each FEC([O, 1), N) 

[LF,G]=[(LF)*,G*] 

~ f.' V: "~, 1<'(,)1/ (,)D' (,) d,H' (,), G' ('Yd' 
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~ f.'~(')'H(')D'(') { "~, H'(")G'(")d1 d' 

= J: 1
(F(II), G(II» dll = [F, G]o 

Hence [(I-L)F,G]=O for all FEC([O,l],N). We have 
for K EC([O, 1], N) 

A(K) = [K, G]. (A8) 
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Solution by iteration of H -equations in multigroup neutron 
transport 

C. T. Kelley and T. W. Mullikin 

Department of Mathematics, Purdue University, West Lafayette, Indiana 
(Received 2 May 1977) 

The Chandrasekhar H -equations for matrix-valued functions are solved by an iterative method. Complex 
variables and positivity techniques are used to obtain convergence. This approach may be applied to 
subcritical neutron transport in a slab with isotropic scattering. 

I. INTRODUCTION 

Certain problems in the theory of radiative transfer 
were made computationally tractable by Chandrasekhar ' 
in the forties. He introduces X and Y functions as solu
tions to nonlinear integral equations arising in an 
analysis of radiative transfer in plane-parallel 
atmospheres of finite thickness. For half-space 
problems these equations reduce to a single equation for 
the scalar H -function satisfying the nonlinear equation 

H(11) = 1 + I1H(I1)f' H(v)ljJ(v) dv. 
o 11 + v 

In (1.1) IjJ is nonnegative and 

J
.l 1 
o ljJ(v)dv,,; ". 

(1. 1) 

(1. 2) 

In recent years, matrix-valued and operator-valued 
H -functions have been used in the study of multigroup2-5 
and continuous energy6,7 neutron transport, and in 
scattering models in radiative transfer. 8-10 Operator 
equations analogus to Eq. (1. 1) are derived, and 
methods for their solution become of interest. 

It is known that, in certain cases, the nonlinear H
equations do not have a unique solution, there being one 
solution of physical significance and perhaps other 
extraneous solutions. Iterative methods of solution must 
be investigated both with respect to convergence and 
to convergence to the desired phYSical solution. 

Numerical methods for solving scalar H-equations 
have been investigated for some time. 9-15 Recently 
Bowden, Menikoff, and Zweifel'4 ,15 have used contrac
tion mapping arguments for the scalar and matrix 
H-equations to show convergence of iteration sequences 
with respect to certain norms. 

In this note we show convergence of an iterative 
sequence to the desired solution under conditions less 
restrictive than those of Bowden, Menikoff, and Zweifel. 
We use concepts of positivity and analyticity rather than 
that of contraction mapping, 

We give proofs for the models of N-group neutron 
transport in a subcritical half-space with isotropic 
scattering and fission. These models are considered 
for simplicity, the proofs extend to more general 
models with attention to mathematical technicalities. 

II. SUBCRITICAL N-GROUP TRANSPORT 

We consider the integral operator with NxN matrix 
kernel 

(2.1) 

In Eq. (2.1) C is a nonnegative matrix and 6 is diagonal 
with 1 = all '" a 22 ", ' o.? aNN' This is related to the 
transport equation in a half-space (x", 0), 

24' eJ' 11"2+ 64 =-2 4{x:,I1')dl1'. 
x .1 

(2.2) 

It was shown by Burniston, Mullikin, and Siewert '6 

that a sufficient condition for the half-space to be 
subcritical is that the spectral radius of 6· l C satisfy 
116"0150 < 1. This is also known to be a necessary 
condition. 17 

Assuming that 116"ClI5O < 1 for given matrices ~ and 
C, we introduce a one-parameter family of kernels 

1?(x,y,w)=wC [~ exp(_t6)~l. 
J Ix'yi l 

(2.3) 

In Eq. (2.3), w is a complex parameter restricted by 
1 w 1 116"ClI.p < 1. For real w, 0,,; w < 116"CII;~, the 
kernels are associated with a physically reasonable 
transport problem. We have imbedded the transport 
equation (2. 3) in a one parameter family with u.! = 1 
giving the original equation. 

As in Ref. 2, for real w, 0,,; w< 116' l CII""., the H
functions of physical interest are defined, for ° <. 11 ,,; 1, . 
by 

H 1 (11, w) =Jr(O', 11, w) , Hr (l1,w)=J1 (0., 11, w). (2.4) 

The J -functions are solutions, with 1 the N x N identity 
matrix, to 

~ 

JJ", 11 , w) = exp(- xl 11)1 + w J
o 

k(x - ylJrCv, 11, w) dy, 

JJ", 11, w) = exp(- xl 11)1 + w J~ J1 Cv, 11, w)k(x - y)dy. 
o 

(2" 5) 

Solutions are unique2 in C, the space of N x N matric es 
of bounded continuous functions on [0,00), The norm in 
C is given by 

IliHII= Max {sup lmi(x)l}. 
l~i, j~N OO!i;X.(Kl J 

We make use of the tools of positivity and analyticity. 

Lemma 2.1: Hr and HI are, for 0< 11"; 1, defined for 
complex w as analytic functions in the disc 
1 wi < 116"CII;~. For real w, 0,,; w < 116"CII;~, these are 
nonnegative NxN matrix-valued functions of 11, 
0< 11"; 1, where Hr (0,w)=H1(0,w)=1. 
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Proof: The Neumann series for J r and J, converge 
in C to represent J

r 
and J, as convergent power series 

in w with values in C. Hence the H-functions are analytic 
in w. For real w, the Neumann series has matrix 
coefficients with nonnegative entries. 

It follows from Theorem 2 of Ref. 2 that Hr and H, 
also satisfy the coupled system of nonlinear integral 
equations, 

/lw \ (I CD(II) 
Hr(/l, w) =1+ 2 Hr(/l, w~ 0 H, (II, w) fl + II dll, 

(2.61 

In Eq. (2. 6), D is a diagonal matrix of characteristic 
functions, d

ii 
= X[O, l/O"ii]' For convenience of notation, 

as in Ref. 4, we define, with - denoting transpose. 

(2.7) 

Then the system (2.6) becomes 

/lw fl dll H(/l,w)=I+-
2 

H(/l,w) <I'(v)H*(II,w)--
o fJ.+1I 

(2.8) 

or, more briefly, with L a linear integral operator, 

H=I+wHL(H*). (2.9) 

For matrices A and B, we write A ~ B if the matrix 
A - B has nonnegative entries. 

Theorem 2.1: The physical solution to Eq. (2.9) for 
0:;; w:;; II L;-IC II~! is the limit of the sequence {Hn} given 
by 

Ho=I, Hn+l =1 + wHnL(H~). (2.10) 

In particular this is true for w = 1 if II L;-Ic[I.p :;; 1. The 
sequence converges uniformly in /l and w for 0:;; /l:;; 1, 
I wi:;; II L;-IC II~~. 

Proof: For I wi < II L;- I C II;~ a solution to Eq. (2.9) is 
given by Eq. (2.4). It is known3 that this physical 
solution H(M,wl has a limit H(/l, II L;- I C II:~) as w in 
increases to II L;-IC II~~. This limit satisfies (2.9) and, 
if I HI denotes the matrix (I h ij I), it follows from Eqs. 
(2.4) and (2.5) that, for Iwl<IIL;-ICII;~ 

iH(Il,w)i:;;H(/l, iwi)~H(Il, 11L;-ICII~~) 

For real w, 0:;; w ~ 11L;-IC II:~, the physical solution 
H to Eq. (2.9) satisfies H>- I=Ho. Hence 

Ho:;; HI =1 + wHaL(H~):;; 1+ wHL(H*)=H. 

If follows by induction that 

Hn(ll, w):;; Hn+l (fl, w) ~ H(Il, w):;; H(Il, 1IL;-lCII;!I. 

It was shown in Ref. 2 that the entries of Hare 
continuous functions of /l, 0:;; /l";' 1. The matrices Hn 
are monotone increasing in n for 0:;; w:;; 1IL;-ICII;~ and 
bounded. We denote the limit, pointwise in /l, by 

K(/l, w) = lim Hn(/l ,w). 
,-~ 

We obtain LI convergence in /l of {Hn} to K. As K 
satisfies Eq. (2.91, K is continuous for 0:;; /l:;; 1. 
Dini's theorem gives uniform convergence of {Hn} to K. 
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For complex wand n> m, Hn(!J., w) - Hm(fl, w) is a 
polynomial in w with nonnegative matrix coefficients. 
Hence 

!Hn(fJ.,w) -Hm(fJ.,w)i 

""Hn(IJ-, iwi)-Hm(fl, iwi) 
"" H,(IJ-, 11L;-1c/1;~) - Hm(/l, II L;-ICII;~). (2.11) 

The right-hand side of the inequality (2.11) converges 
to zero as n,m approach infinity. Hence K(fl,W) is 
analytic in w for I wi < II L;-lC II;~ and continuous in w for 
I wi"" IIL;-lc/I~~. 

We obtain agreement of K(/l,w) with H(/l,wl by show
ing that these analytic matrices agree on an interval 
for real w. For O~ w:;; 0'< 1IL;-lCII;~, we have 

H=I+- wHL(H*), K=I+ wKL(K*), K ,,;,H. 
Hence, 

H -K = wHL(H* -K*) +- w(H - K)L(K*) 

,,;, wHL(H* -K*) + w(H -K)L(H*). 

This implies that 

(H -1\.)(1 - wH(H*)H "" wHL(H* - K* )H. 

Hence, by Eq. (2.9) 

H(w) -K(w),,;, wH(O')L(H*(w) - K*(w)H(O'). 

For 0,,;, w ,,;, (3,,;, QI and (3 sufficiently small and positive, 
we get H(w) = K(w). This completes the proof. 

The condition of the above theorem that 11L;-lC lI,p";' 1 
is less restrictive that those of Refs. 6, 14, and 15. 
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Phase-space approach to relativistic quantum mechanics. II. 
Geometrical aspects 

Gerald R. Kaiser 

Matll~II/{ltics D~partmcnt, Unil'crsit)' of Lowell, Lowell, Massachusetts 01854 
(Received 9 June 1977) 

The formalism introduced in Paper I [J. Math. Phys. 18, 952 (1977)] is made manifestly covariant by 
including as an admissible phase space any 2n-dimensional submanifold of the forward tube 
T=!x-iYECn+lIYo>~l which is of the "product" form CT=S-ifl" where fl, =!yERn+'1 
Yo=(A2+y2)1!2l, 1.>0, and S is any space-or-lightlike submanifold of space-time R n+'. The CT'S have 
natural symplectic structures covariant with respect to the Poincare group, and a norm I ,. "on the 
space f( of solutions is defined by integrating with respect to the Liouville measure on CT. This 
automatically gives! 1 II; ;;. as the total flux of a conserved space-time vector field, implying that II Ii '" is 
independent of CT. Some inconsistencies encountered in the space-time theory of Klein-Gordon particles 
appear to be resolved in the phase-space framework. 

1. INTRODUCTION 

In a previous paper, 1 hereafter refered to as I, a 
phase- space formulation of relativistic quantum me
chanics was initiated. A "coherent-state" representa
tion of the Poincare group P: for massive scalar parti
cles was constructed on the space K of positive-energy 
solutions of the Klein-Gordon equation in (n +1)-dimen
sional space-time. The elements of K extend as holo
morphic functions to the forward tubc2 T: 

f(z) =(21T )"n/2 fa exp(- izP)J (P) dD-(P), 

where 

Z = (z,zo) l::. T={x - iy E cn+llYo > IY 1}",Rn+1
_ iV., 

D- '" {p E:. Rn+l Ipo = (m 2c2 + p2)1 /2 '" w(p)}, m> 0, 

rW(JJ)=dPl···dpjw, zp=zoPo-z·p, 

(1.1) 

and j(P) = w(f(x, O)f(p) where A denotes the Euclidean 
Fourier transform in Rn. It was shown that the 
functions 

Ce(P) = (21T)"n/2 exp(i"Zp) (1.2) 

[defined so thatf(z)=<celf>L2w); Z is the complex con
jugate of z c. Tl belong to L2(D-) and represent optimal 
wavepackets (in the sense of Theorem 4 of I) centered in 
space-time about x (that is, focused at x at time3 x o) 
and traveling with expected energy- momentum propor
tional to y. Hence the submanifold 

(1.3) 

can be interpreted as a classical "initial phase space" 
for the particle. The space of restrictions of f E K to 
P x is denoted by K~. It was shown that the expression 

Ilfll~=Jp If(z)12dil~(z), (1,4) 
), 

(where Cx is a certain constant) defines a norm on K 
andK~ which satisfies IIfll)'=IIJIIL2W) (Theorem 2 of 1). 
This implies that K and K~ are Hilbert spaces 
under the corresponding inner product <,1 0 hand tnat 
the mapJ\--<-f is unitary from L2(D-) onto K and K)" We 
have a continuous resolution of the identity4 in terms of 
the c., Z E:. p)" 

Now L2(D-) carries an irreducible unitary representation 
U of P: (characterized by mass m and spin zero) under 
which the e z are covariant, 

Hence the corresponding representation on I< (also 
denoted by U) is given by 

(Ugf)(z) =f(g-lz L 

(1.7) 

(1.8) 

The set P~ is not invariant under the action of P: on 
T, hence the above formalism is not manifestly co
variant. In this paper we construct a natural class SI of 
"phase spaces" acT and associated measures ila to 
which the main results of I extend, SI includes P~ (the 
corresponding meaSure being il~) and is invariant under 
P:, hence the formalism is freed from its dependence 
on P~ and becomes manifestly covariant 

We begin in Sec. 2 by regarding T as an extended 
phase space, 5 on which P: acts by canonical transforma
tions, Candidates for phase space are 2n-dimensional 
symplectic submanifolds6

• 7 acT, and P: transforms 
different a's into one another by canonical transforma
tions, A 2n-submanifold of the "product" form S - iD-~, 

where S is an n-submanifold of space-time and D-), is a 
"mass hyperboloid," turns out to be symplectic (with 
respect to the induced structure) if and only if S is 
spacc-or-lighllilw. Such a's form a family SI which is 
invariant under P:. 

In Sec. 3 we extend the results of I to arbitrary 
a l::. S1. Each a carries a canonically associated 
(Liouville) measure ila• We show that for eachf",K) 
IIfll~'" Ilf1l12 (1" ) is the total flux of a conserved vector 
field, hence i~dependent of a. 

In Sec. 4 we show how the phase-space formalism can 
be used to resolve certain inconsistencies in the usual 
theory of Klein-Gordon particles, 

2. SYMPLECTIC STRUCTURE 

The Poincare group acts on I{ by simply transforming 
the underlying space T: (Ugf)(,z) =f(J{-lZ ), where g 
= (a,!\) L P: and gz = Az + a. We wish to supply T with 
a symplectic structure6,7 such that the map z \--<- gz is a 
canonical transformation for each g c P:. That is, we 
need a 2-form a on T which is (a) closed (rla= 0), 
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(b) nondegenerate [the (n + 1)-fold exterior product 
a n

+
1 is never zero], and (c) invariant under P:. The last 

condition means that g*a == a, where g* is the pullback 
map on forms induced by g (a brief description of which 
is given in the Appendix). Since every Poincare
invariant function cp(z) on T depends on z only through 
y2, the most general invariant 2-form is given by 

a == cp(y2) dy I' dxl' + zj;(y2)y ,.y~dyl' dx~. (2.1) 

(We are suppressing the wedge notation; thus, e. g. , 
dy I' dx~ == - dx~ dyl'. ) Now the action of P: on T is not 
transitive, and T decomposes into a union of orbits 
[Eq. (3.8) in I] 

T== U pI 
x>o H 

P~== {z ==x - iy E: T ly2 == X2
} '" P:';So(n). 

(2.2) 

As shown in I, each P~ gives rise to an equivalent 
representation of P:' Our main results in this paper 
(Sec. 3) will be confined to P~ for a fixed A. Since the 
second term in (2.1) contains d(y2)==2Yl'dyl' as a factor, 
its restriction to P~ vanishes. Hence we will confine 
our attention to 

u=dyl'dxl' (2.3) 

without essential loss of generality. This form is sym
plectic as well as invariant, thus each gE: P: acts on T 
by canonical transformations. 

T is an extended phase space, containing the time Xo 
and the "energy" Yo as a pair of free canonical varia
bles. A 2n-submanifold a of T will be a candidate for 
phase space only if the pullback a" of a to a is a sym
plectic form. Let (J be given by 

a={zE:Tls(z)=h(z)=O}, (2.4) 

where sand h are two real-valued, C~ functions on T 
such that dsAdh*O on a. For example, a=PA can be 
obtained from s (z) ==xo and h(z) ==..fYI - A. The pullback 
a" does not depend on sand h. 

Proposition 1: The form aa is symplectic if and only 
if the Poisson bracket 

{s h "'~~-~~*O 
, } oxl' oyl' oyl' oxl' (2.5) 

everywhere on a, 

Proof: a" is closed since a is closed. Hence aa is 
symplectic iff it is nondegenerate, i, e., if and only if 
the nth exterior power a~ of Q" vanishes nowhere on a, 
Now a~ equals the pullback of an to a, and 

an==n! dY/Ldx/L, 

where 

dY/L == (_)/L dyo'" dYI'_1 dy /L+1'" dYm 

6/L == (_)1' dx n • •• dx/L+1 dxl'-1 • •• dx0• 

(2.6) 

(2.7) 

Let {Ui>" • ,u2m vi> V2} be a basis for the tangent space 
Tz of Tat z E: a, with Ut, ••• ,U2n a basis for the sub
space az• Then since ds and dh vanish on the u j , 

(an 1\ ds A dh)(ut, ••• ,U2m Vt, V2) 
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== an(Uh' •• ,u2n)(ds 1\ dh)(Vh v2) 

== a~(u1> ••• ,u2n)(ds 1\ dh)(vt. V2). 
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By assumption ds A dh * 0 at z, hence (ds A dh)(Vb V2) * O. 
Thus a" is nondegenerate at z if and only if an 1\ ds A dh 

* 0 at z. But by (2.6), 

anA ds I\dh =n I {s, h}dY dx, 

where 

dy =dyo'" dYm dx =dxn 
••• dx°. 

Hence a~*O at z if and only if {s,h}*O at z. • 

We denote the family of all symplectic 2n-submani
folds of T by 50' 

Proposition 2: Let (J E: 50 and g E: P:. Then ga E: 50 and 
the restriction g: a - ga is a canonical transformation 
from (a, a,,) onto (ga,aga). 

Proof: Let g* denote the pullback map defined by g, 
taking forms on ga to forms on a. Then the invariance 
of a implies 

(2.8) 

thus a g" is nondegenerate, hence symplectic (it is auto
matically closed since a is closed). Thus ga E. 5 o. To 
say that g: a - ga is canonical means precisely that 
aa and a g" are related by (2.8). • 

We will be mainly interested in the special case 
where h(z) = (y2)1/2 - A for some A> 0 and s(z) depends 
only on x. Then S", {x E: Rn+1r s(x) = O} is an n-submani
fold of space-time Rn+1, hence a candidate for con
figuration space, and a= S - iQA where Q A is the hyper
boloid with Yo = (71.2 +y2)1/2. The following theorem is 
physically significant in that it relates the pseudo
Euclidean geometry of space-time and the symplectic 
geometry of phase space. 

Theorem 1: Let (J == 5 - iQx be as above. Then (a, a,,) 
is symplectic if and only if 

~~~O 
oX/L ax" , 

that is, S is space-or-lightlike. 

Proof: On a, we have 

as yl' 
{S,h}=axl' ~*O, (2.9) 

and we may assume {s, h} to be positive without loss. 
For fixed x E: S, (2.9) must hold for all y E. QA' hence for 
all y E: V+. This implies that the vector (as/oxl') is in the 
closure V+ of V., that is, 

~~~O 
axl' axl' • 

We denote the class of a= 5- inA with 

~~~O 
oXI' axl' 

by 51' 51 is a subfamily of So and is clearly invariant 
under P:' 

3. REPRESENTATION IN KG' a E. 51 

• 

Every symplectic manifold a has a canonically asso
ciated measure Ila, hence an associated complex Hilbert 
space L2 (Il,,). Given a E: 50, we denote the vector space 
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of restrictions of IEK to (J by Ka. In general Ka may 
not be contained in L2(lla). In this section we prove that 
when aE: 51> then II/IIL2(" )='lIflla=II/I1A for allfEK 
[in particular, Ka is a clC:sed subspace of L2(/la) and we 
have the counterparts of Theorem 2 of I and corollary 1 
of I for Kal. Hence each a E: 51 is as good as P~. The 
proof suggests that 51 is the natural class of "phase 
spaces" for our approach. 

It is remarkable, and somewhat surprising, that so 
large a class of phase spaces are admissible, in partic
ular those with lightlike S. A possible application is 
suggested in Sec. 4. 

Thus let a = S - in~ E 51 and define the forms Il (on T) 
and Ila (on a) by 

1 " ~ ~ 
11 = ---, C). Ci = C.,. dy '" dx'", n. 

(3.1) 

where C). is given by (3.12) of L We shall give a con
crete expression for Il •. Since 

E-~~o 
ax" ax'" 

and ds '* 0 on a, we can solve ds = 0 (satisfied by the 
restriction of ds to a) for dx° and substitute this into 
dXk. This (and a similar procedure for y) gives 

d~'" (as)-1 as d~o \ x = - - x axQ ax" 
on a, 

~ ak -1 ak ~ 1 A 

dY,"=(OYO) ay,"dYo=Yiiy'"dyo 

(3.2) 

hence8 

Il =c (~YO)-1(~Y"\dYOdXO. (3.3) 
a ). 3xo oX" J 

We identify a with R2" by solving s (x) = 0 for Xo = t(x) 
and mapping (x_iy,t(x)_i(X2+y2)1/2) to (x,y). We 
further identify dyo dXo with Lebesque measure d"y dnx 
on R2" (this amounts to choosing the nonstandard orien
tation9 dY1" ·dYndx" ••• dx1 of R2n). This gives Il. as a 
measure on R2n. Note that when s(x) =xo we obtain a = P A 

andll.=Il).[Eq. (3.11) of 11. Now s(x)=,O ana implies 

0 __ 0_ ( '(» _ ~ + ~ ~ 
- ax' s x, i X - axk axo axk ' 

(3.4) 

which can be substituted into (3.3) to give 

C ~1 at yk) in dn Il= --- (Y X 
• ). ax· Yo 

= CA (1 - vt· ;0) d"y d"x. (3.5) 

But 

means IVtl "'1, hence X>O (IY/Yol <1) implies that Il. 
is nondegenerate as expected. Equation (3.5) also shows 
that if I Vt I = 1 for some x, Ila becomes "asymptotical
ly" degenerate at (x, y) as I y I - 00 in the direction of 
Vt. That is, if S is lightlike at (x, t(x», then Ila becomes 
small as the velocity y/Yo approaches the speed of light 
in the direction of Vt. This means that functions in 
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L 2(1l.)-and in particular, as we will show, in K.-are 
allowed high velocities in the direction of Vt(x) at 
(x, t(x» E: s. 

Let a E 51 and denote the Hilbert space of all com
plex-valued, measurable functions on a with 

II I II ~ =' fa If 12
1la < 00 (3.6) 

by L2(lla). If I is a C~ function on T, we restrict it to (J 

and define 11111" by (3.6). To prove that 11/11" = Ilfll). for 
f E K we first show that each IE K defines a conserved 
(probability) current on space-time. Let 

(3.7) 

where $1). has the orientation defined by dyo, so that jO(x) 
is positive. Then 

(3.8) 

where S is oriented by dxo (the restriction of dxo to S 

does not vanish since I Vt I '" 1). 

Theorem 2: Let J(P) be c~ with compact support. 
Then j" (x) is C~ and 

aj" 
ax'" = O. (3.9) 

Proal: By (3.2), 

j"(x)=c).fll y"l/(x-iy)1 2d$1;1.(y), (3.10) 
). 

where dQ).(y) =dYo/Yo. The function 

F~(y,p,q)=y" exp[ix(P - q) - y(p +q)lJ(p)j(q) 

is in Ll($1).xnxQ), hence by Fubini's theorem, 

j"(x) = (27T)"nc). fn dQ).(y) fllxll dQ(P) dQ(q)F:(y,p, q) 
). 

= (27T)""C). fnxll d$1(P) d$1(q) exp[ix (P- q) 1 
xJ(P)j(q) In d$1).(y)y" exp[ - y(P +q)l 

). 

= (27T)-"C). fnxll dQ(P) dQ(q) exp[ix (P - q) 1 
x}(P)J(q)[(P" +q'")/7T](27TX/1)"+IKv + l (X1), (3.11) 

where 1) = [(jl + q)2j1 /2 ~ 2m and we have used (A6) of I. 
Differentiation under the integral sign to any order)n x 
still gives an absolutely convergent integral since I has 
compact support; hence j'" is C~. Differentiation with 
respect to x" brings down i(p '" - q,,) from the exponent, 
hence (3.9) follows from p2 =q2 = m2• • 

Remark: Equation (3.9) can also be given a geometri
cal argument. Let B~ ={y E. V+ Iyo '> (Xz + y2)1/2}, oriented 
by dy = dyo ' •• dy n' Then $1~ = - oBI. (Q). is oriented by 
dyo), hence by Stokes' theorem 9 

To justify the use of Stokes' theorem it must be shown 
that the contribution from I y I - 00 to the first integral 
vanishes. Then (3. 9) is obtained by differentiating under 
the integral sign (which must also be justified) and using 
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021 f 12 
---"-"- == 0 
ax" oy" ' 

(3.13) 

which holds for ff:.K. Equation (3.13) depends upon both 
the holomorphy (or antiholomorphy) of f and the fact that 
f satisfies the Klein-Gordon equation-that is, it holds 
for positive-energy (or negative-energy) solutions only. 
For such solutions (3.13) states that (a If 1 2/iJy..) is a 
"microlocal" (local in phase space) conserved space
time probability current for each fixed y f:. V+. Hence 
the scalar function I f(z) 12 is a kind of "potential" for 
the probability current. We can now prove our main 
result. 

Theorem 3: Let a = S - W~ f:. 51 and f f:. K. Then 
Ilfll .. = Ilfll~. 

Remarks: 

1. Properties (a)- (c) of Theorem 2 of I have 
counterparts for K ... 

2. As before, we obtain a resolution of the identity 
by polarization. 

3. Let j f:.L 2(O), let f be the corresponding function in 
K, and let fa be its restriction to a f:. 5 I' Then Illll 
== Ilfllo = II folia' We will always regard K and Ko as 
Hilbert spaces and identity K .. ""I< "" L2(O). 

Proof: We will prove that IIfIIO'==lIfll~ whenf(p) 
f:.D(Rn), which implies the result for arbitrary 1 f:. L2(O) 
by continuity. Let S be given by Xo = t(x), and let 

DR={xf:.Rn+lIIXI <R, xodO,t(x)]}, 

ER={Xf:.Rn+11Ixl =R, xodO,t(x)]}, 

SOR={Xf:.Rn+lllxl <R, xo=O}, 

SR={Xf:.W+11IXI <R, xo=t(x)}, 

where [0, t(x)] means [t(x),O] if t(x) < O. We orient SOR 
and SR by dXo, ER by the "outward normal" 

r= 1.. t xkdXk 

R hi ' 
(3.14) 

and DR so that aDR=sR- SOR+ER. Now letj(p)ED(Rn
). 

Thenj" is C~, hence by Stokes' theorem, 

We will show that 

A(R)=J j"dx"-O asR-oo, 
ER 

which implies that 

To prove (3.15), note that on E R, dxo=O and 

dX t d A2 dXn 

dxk = xk7 =Xk :2 = ... = Xk-xn ' 

(3.15) 

(3. 16) 

each form being defined except on a set of measure 
zero; hence r=Rdx l/xl. By (3.10), Ijk(X) I ~jo{x), 
hence 
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(3.17) 

Now by (3.11) 

jO (x) = JR2n dnp d"q exp[ ix (p - q)]<I> (p, q), (3.18) 

where 

<I> (p, q) = (2lT ,.nC~J(P)J(q)~:p::oO)( 2~'\ ) "+lK "+1 (A1), 

with TJ = [(p + q)2]1 /2 ~ 2m. Let D be the operator;' VI" 

where x = xl R, and observe that (for x E E R) 

D exp(ixp) 

== - iR(l- ~ x • V) exp(ixp) == - iR~(x, p) exp(ixp), 

(3.19) 

where v==p/Po. Since <I> ED(R2~, there is a constant Q 

< 1 such that I v I ..:: D' for all P E suPPCP. Furthermore, 
since I Vt I ..:: 1, given any E> 0 we have Ixo I < R(l +E) for 
x E ER with R large enough; hence 

IHx,p)l~l-D'(l+E), xEER, PESUPP<l>. (3.20) 

Choose 0 <E <1/D' -1, substitute 

exp(ixp)= R~~,P) Dexp(ixp), xEER 

into (3. 18) and integrate by parts: 

jO(x)== .1R f dnpdnqexP[iX(P_q)]D(t.M( ») 
t Ifn ~ x, P 

= .~ r d"pdnq exp[ix(p - q)]<I>!(P,q). 
t J~n 

This process can be continued, giving (for x EE R) 

jO(x) == (iRrN J ~nd"p dnq exp[ix(p - q)]<I>:(P, q), 

(3.21) 

(3.22) 

N = 1, 2, ... , (3. 23) 

where 

.:(p,q) ~ (n1). (p, q) 0 0' V,(l- ~. X. v)"')'<I(p' q). 

(3.24) 

Now [D(lh)Y is a partial differential operator in P 
whose coefficients are polynomials in Dk(1/~), 
k = 0, 1, .•• ,N. We will show that for x f:. ER with R 
sufficiently large, there are constants bk such that 

IDk(I/~) I < bk• k ==0, 1, 2,'" 

which implies that 

II <I>:IIL1(R2n) <CN, xf:.E R , N=I,2,'" 

for constants C N, so that by (3.17) and (3.23), 

a(R)=n j jOr..::nR"N i II <I>:IIL1(R2ni(x) 
ER ER 

'" R-NC IT Rn-I 2 n/2 jR(l+E) 

~ n N' r(n72) ° dxo 

2nlTn/2 
= r(n/2) C NRn-N(l +E) - 0 as R - co 
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if we choose N> n. To prove (3.25), note that it holds 
for k == 0 by (3.20) and let u ==x, v. Then 

A A./ l-u2 
Duo: (X.V,)(X,p/PQ)=-- , 

Po 

and if 

D"u == p.(u)/ p~, (3.27) 

where p. is a constant-coefficient polynomial, then 

Ii'+lu==P~(u)Du _ kPk(u) .u=:. P.+l(f) . 
p~ p~+l p~+' 

hence (3.27) holds for k == 1, 2, ••. by induction. Thus 

D"c=- Xo D"u==- ~ p.(u) k==l 2 ... 
"R R p~' ", 

which implies 

(3,28) 

But Ii'(1(~) is a polynomial in l(~ and D~, D2~" •• ,D"~, 
hence (3,25) follc..ws from (3.20) and (3.28). • 

4. DISCUSSION 

1. The phase-space approach appears to resolve some 
difficulties10,11 encountered in the usual (space- time) 
theory of Klein-Gordon particles, which goes as 
follows: The counterpart of I< is the space H of boundary 
values/(x)of/(x-iy),/EI<, asy-Oin V .. For a given 
spacelike surface 5 c Rn+l, the norm in H is defined 
by12 

II I II ~ = fsJ"(x) dX'", 

J"(x)=- hn{/(X) a;;x}}. 

(4.1) 

(4.2) 

The current J" satisfies the continuity equation (3.9), 
ensuring that II III s is independent of 5, Now the 
New ton- Wigner postulates13 for "localized states" 
uniquely determine these states (at time Xo = 0) to be 

<l>~(P) == (21T)-n/2rw exp(- ix. p) (4.3) 

[these are the generalized eigenvectors of the position 
operators X. of Eq, (4,1) of 11. Hence the configura
tion-space probability density at time Xo == 0 is given by 

p(x) = 1(1Jl~If>L2(Q)12 

= (21Ttnj j d~' }(P)J(p') exp[ix. (p' -p)1. 

(4.4) 

This expression does not coincide with 

JO(x) == i(21T)"nfjdnp d"PI(~ + ~,) J(P)J(P') 

Xexp[ix. (p/- p)], (4.5) 

which is the probability density associated with the cur
rent J"(x). In fact, jlp(x) cannot be the time component 
of any space-time vector field (which shows once 
morelS that sharp localization, in the sense of Newton 
and Wigner, is incompatible with relativistic co
variance). This is the first difficulty. The second dif
ficulty is that even if one gives up the notion of localized 
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states as a fundamental concept, J"(x) cannot be ac
cepted as the probability current since it turns out that 
Jl(x) can be negative. 11 (Even for positive-energy solu
tions, i, e" IEH, for which 1I/IIs is actually positive 
definite I ) 

By contrast, our expression j0(x) is nonnegative as 
well as being the time component of a vector field; 
hence the second difficulty is clearly resolved in the 
phase-space framework. As for the first, note that if 
"sharp" localization in space is replaced with "soft" 
localization in phase space-i. e., replace the 1Jl~, which 
satisfy (1Jl,; I </I;; L 2W) == 0 (x' - x), by the ee, Z E a for some 
a E 51- then we obtain 

(4,6) 

as the probability density (with respect to iJ.,,) in phase 
space. This, as we have seen, is compatible with (in 
fact, gives rise tol) the currentj"(x). The price of this 
compatibility is that jQ(x) can no longer be regarded as 
a sharp probability density but, rather, is the average 
of the "soft" denSity p(z) over the "mass shell" Q~. 
Accordingly, j"(x) depends on the parameter A which 
measures, very roughly, the extent of spatial smearing 
associated with the continuous basis e I' z E a c P{. 

2. In I we have seen that A == 0 can be admitted as a 
limiting value in the relation II lilt. == II JII, provided I is 
interpreted as a boundary-value function. Similar con
siderations apply to general a c P~, a ES b when A - O. 
Thus the family S 1 could be slightly enlarged. Note that 
the expression (3, 5) for iJ., shows that even when A== 0 
(i. e., I y/Yo I == 1), iJ., is nondegenerate except at those 
(x, y) for which (a) I vt I == 1 (i. e., 5 is lightlike at x) 
and (b) y/yo==Vt. This set is of measure zero in R2n, 
and on it lEI< may develop singularities (caustics). 

3. In recent years there has been progress in the 
quantization of field theories on surfaces other than Xo 
== const. 14,15 In particular, the so-called "lightlike 
quantization" uses surfaces which are everywhere 
lightlike, and appears to have practical applications. 14 

The transition from Xo == const to lightlike surfaces ap
pears to present mathematical problems15 ; possibly the 
present formalism, when extended to quantum field 
theory, can be of help. 
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APPENDIX 

We give here a brief description of the pullback map, 
used throughout this paper. 

Given two manifolds M and N of dimensions m and n 
respectively, a differentiable mapping g: M - N can be 
expressed locally as g: U - V where U and V are open 
subsets in Rm and R", respectively. Then the differen
tial map g" maps each tangent space Mx, x E M, to the 
tangent space NgX at gx E N and is given in local co
ordinates by 
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gi(t)-Af/~)tJ A'=~ * ., - JV'." J - oxJ • (Ai) 

The pullback map g* takes the dual Ni" of Ng" to the dual 
M: of M" as follows: The linear form p :Ng>< - R is 
mapped to the linear form g*p : M" - R defined by 

(A2) 

A 2-form on N is a bilinear, skew-symmetric map
ping a :NyXNy - R on each tangent space Ny, YEN. 
The map g defines a map (also denoted by g*) taking 
2-forms on N to 2-forms on M, as follows, 

(g*a)(~, e) = a(g*~,g*n, ~,~' EM". (A3) 

In case M is a submanifold of Nand g denotes the 
inclusion map. we have A~(x)= o~. x ~ M; hence g*('J 
is the restriction of a to vectors tangent to M. 
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The unitary, analytic representations of the covering group SL(3, R) are determined in the space of 
functions H(z) which are derived from homogeneous functions of degree - b,. Four Regge trajectories, 
! N J, ! p J, ! 7T J, and ! ~ J, are associated with these representations. 

I. INTRODUCTION 

This paper is a continuation of a previous work, 1 in 
which two-different principal series of representations 
of the noncompact group SL(3, R) were obtained. The 
role of the unitary representations of SL(3, R) in physics 
was mentioned there. One of the interesting applica
tions was achieved by Biedenharn, Cusson, Han, and 
Weaver. 2 They used the Jordan-Schwinger boson con
struction to obtain four primitive representations of 
SL(3, R), and they associated these four representations 
with four known Regge trajectories {rr}= u == 0,2,4, ., .) 
{p}= U= 1,3,5, . "), {N] = (i= L ~, .!}, ... ), and {~) 
= (j = ~, i-, ¥-, ... ). Besides, Sijacki 3 obtained three 
Regge trajectories {rr}, {pl, and {N} as the multiplicity
free representations of SL(3, R). The aim of the present 
paper is to extend the work done in Ref. 1 to obtain 
boson and fermion Regge trajectories. 

II. THE LIE ALGEBRA OF SL(3,R) AND THE 
CONSTRUCTION OF Z OPERATORS 

The Lie algebra sl(3, R) of SL(3, R) consists of 
3 X3 real traceless matrices. We will use the Cartan 
decomposition of an 51(3, R) matrix to introduce the 
maximal compact subalgebra su(2). The Cartan decom
position of an s1(3, R) matrix is the decomposition of 
a traceless real matrix into the sum of an antisymmet
ric and a symmetric matrix. Antisymmetric matrices 
form the maximal compact subalgebra su(2). This 
decomposition corresponds to the decomposition of an 
SL(3, R) matrix in to the product of an SU(2) and a 
symmetric matrix. 

In this paper we will use the eight generators of 
sl(3, R) in the form that they are used in Ref. 3. Matrix 
representations of the generators in three dimensions 
are given as 

-i 
o 
o 

J =J ±iJ ==( ~ -t '\ )! 

±1 

o 
o 

a)Research supported in part by' rkish Scientific and Techni
cal Research Council. 

T,c - i(l)'1 {~ 0 

-D 1 
0 

(1) 

""o(~ 
0 '') Tv~~: d 0) 
0 1 , -i 0 

±I 1 0 o 0 

where the generators Jo' J. form the su(2) subalgebra. 
In this representation commutation relations are 

[Ja, J±/=±J±, [To, T+J=6 1
/

2 J+, 

[J+, J_l= 2Jo, [To, T_ 1 l=6 1
(2J_, 

[Jo. TuI= jlT~ (11.=0, ±1, ±2), 

[J±, T" 1= [6 - /J-(± 1) ]1/2 T"'l> 

[T_", T+21 '-~ 4Jo, 

[T+ll T_ 1 !=2J o, (2) 

[T." T_21= -2J_, 

[T_u T ",1= -2J+, 

Since the representation of the generators is different 
from those of Ref. 1, [Eq. (1)1 one should reconstruct 
the matrix n and check the commutation relations of 
its elements using the generators J o, J" and T" (11 
= 0, ± 1, ± 2). This is essential for the construction of 
Z operators. 

The nonzero elements of 8 x 8 metric matrix Fare 

(3) 

Determination of the matrix n with operator entries and 
satisfying the equation 

un u- 1 = AnA- 1 (4) 

is the starting point of our construction. Here U is any 
representation of SL(3, R) and A is its 3 X3 
representation. 

The matrix n defined as 

n=YhFhlMI (h,I=1, ... ,8) (5) 

satisfies Eq. (4) in which Y h are the generators of 3x3 
representation of sl(3, R) just as given in (1) and M/ are 
the generators of any unitary representation of s1(3, R). 
The method to determine the Z j U == 1,2) operators is 
completely similar to the one used in Ref. 1. The 
method will be just summarized for the sake of 
continuity. 

The explicit form of the matrix n is 

(

'(f;M,,-M.-M7) -2iMl+M,-M, i(M,-NI.)+M,-M3) 

!l= 2iM,+M,-III, l(!1M4 +M8 +M,) -i(il~~+M,)+M,+NI,. 

I(M 5 -M,)+M3 -M, I(M,+M 3 )+M, +M. -21" ,M, (6) 
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The elements Uhj satisfy the commutation relations 

[Uhf' U k/ J=4(OhI U kJ -OkjU h/ ), (7) 

Let 

be the eigenvector of U satisfying the eigenvalue 
equation 

The transformation law for the eigenvector iJi is 

UiJiU- 1= iJi' = A -liJi C(A), 

where C(A) is a diagonal matrix. 

Defining two operators Z 1 and Z 2 as 

(8) 

(9) 

ZI=iJiliJi;l, Z2=iJi2iJi;1 (10) 

and using the transformation law (9), we deduce 

III. CONSTRl}CTION OF THE REPRESENTATION 
SPACE 

(11) 

Unitary irreducible representations of SL(3, R) will 
be labeled by the real eigenvalues of two Casimir 
operators C1 and C2 • Defining C1 and C2 as 

C 1 = TrU2, C2 = TrU3 (12) 

and letting the eigenvalues of U be Al = t(a 1 + ib1 ), 

A2 = t(a2 + ib 2 ), we are able to label the representations 
in terms of Al and A2 • Unitarity condition gives mainly 
two classes of representations: 

(a) "-1=t(a,+ ib 1), (b) A,=a" 

(13) 

where b,=b;+ j+t U=O, t, 1, t .. 'J. The choice of 
b 1 in this form enables us to introduce the Casimir 
operator J2 =j(j + 1) of the su(2) subalgebra as a part 
of Cp 

The common eigenstates I Z(2A), "-1> A2 , k) of commut
ing operators Z(2A), Cl> C2 , and K = exp(- 21Tijo) are 
taken as the basis of the representation space. The 
discrete operator K commutes with every generator of 
sl(3, R). This can easily be shown by using the equation 

KM j K- 1=M j + [21TiJo, MjJ+·.. (14) 

and the commutation relations (2). Besides 

(15) 

Since the eigenvalues of matrix Jo are 0, t, 1, . ", the 
eigenvalues k of K are ± 1. 

In order to determine the transformation law of the 
eigenstate I z(2,\), "-" A2, k), all the generators M j 

should be written in terms of canonically conjugate 
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operators Uk and Z k in a such a way that they will have 
proper commutation relations. 

Commutation relations of elements Uh} and Z k enable 
us to express the generators M j in terms of Uhf pro
vided commutation relations (1) hold. The explicit form 
of U gives all M 1 in terms of Uhf' In fact, 

Ml + (1/4i)(021 - 012)' 

M2 = (1/ 4i) [032 - 0 23 + i(013 - °3,) j, 

M3 = (1/4i)[0 32 - 023 - i(013 - 031)], 

M q = (i/2v'1)033' 

M 5 = (1/4i) [013 + 031 + i(023 + 032) j, 

M6= (l/4iJ[ - (013 + U3) + i(023 + n32)], 

M7 = (1/4i)[(n 22 - nu) - i(n12 + n 21 )], 

Ms = (1/4il[(n22 - n ll ) + i(n12 + °21)], 

(16) 

The procedure to determine the transformation law of 
the eigenstate I z(2,\), Au "-2' k) is completely similar 
to the procedure which was followed in Ref. 1. Hence 
the detailed calculations will be omitted, and the trans
formation law of functions j(z, 7]) will be given: 

[ 
(3z+o J-O

l . 
U(A)f(z, 1))= lao _wi 10'0 _(3yj-I0 1j(Z', 1)'), (17) 

where 7] is a real variable. Analyticity imposes the 
condition that b1 is a positive integer n. In the Hilbert 
space of functions j(z, 7]) an invariant scalar product is 
given as 

<Iu 12) = c J 11(Z, 7])f2*(<:' 7]) j Imz I "-2 dx dy d7]. (18) 

Hence, we have shown that the Cartan decomposition 
of sl(3, R) algebra also allows us to construct Z opera
tors such that the analytic functions 1(<:,7]) which form 
the representation space transform like (17) provided 
b 1 =b;+j+t=n 

IV. HOMOGENEOUS FUNCTIONS AND REGGE 
SEQUENCES 

Now, let us consider the space of functions 4 

H(iJi 1 , <P2' <P3) homogeneous of degree -b 1 • By definition 

(19) 

where ~, <Pu <P2' <P3 are real. The homogeneous functions 
H(<Pl' <P2' <P3) are the eigenfunctions of the discrete 
operator K with eigenvalues ± 1. Hence 

KH(<p u <P2 , <P3) = H( -<P" -<P2' -<P3 ) = H(<pu <P2' <P3) (20) 

or 

KH(I/!" zPz, zP3)=H(-zP" -1/J2' -zP3)= -H(I/Ju <Pz, </!3); (21) 

letting ~ = I ~ I sgn~ and using Eq. (19), we obtain 

H(~</!u ~</!2' ~zP3) = I ~ l-blH(sgn~<pu sgn~zP2' sgn~iJi3)' 
(22) 

For sgn~ <0 the above equation becomes 

H(~zPl> ~zP2' ~zP3) = I ~ I-bl(sgn~)' H(!pl> zP2, zP3)' 

where E = 0,1 are the eigenvalues of the operator 
p = (1 - K) /2; letting ~ = 1/ </!" we obtain function 

Y. Guier 

(23) 
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H(Zl> Z2) =H(z) in terms of homogeneous functions 
H(l/il> l/i2' l/i3)' In fact 

(24) 

Transformation properties of l/il> l/i2> and l/i3 makes it 
possible to obtain the transformation of H(z): 

H(l/i;, l/i~, l/i;) = Il/i; I-b, (sgnl/i~)H(z'). (25) 

Noting A~~z 1 + A3izz + A3~ = (3z + 0 and doing necessary 
calculations, we obtain 

U(A -') H(z) = (f3z + otb
, sgn(f3z + o)€-b'H(z'). (26) 

Since l/i" l/i2' and l/i3 are taken real, H(z) is a real 
variable function. But, assuming analytic continuation 
is possible, H(z) should be defined on the complex 
space. 

The use of the Hilbert space of homogeneous functions 
as the representation space introduces additional 
[sgn(j3z + 0) ]-0, term into the transformation law which 
destroys the analyticity. Therefore, we will remove the 
sign function by taking 

[sgn(j3z + 0) Jb, = [sgn(f3z + 0) 1'. (27) 

Removal of the sign function imposes two conditions on 
b,: for E=O, 1 

(a) b,=b;+j+~ 

= even integers except zero (fermion) (28) 

(b) b,=b; +j+1 

= odd integers (boson). 

Since J can take values 0, ~,1, ,b; can only take 
the values 0, t, 1, ." . Therefore, conditions (28) give 
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the following four sets of J values which are associated 
with four Regge trajectories. 

(1) J=t,~, t, ., . for E = 0, Ii; = 1, {N) trajectory, 

(2) J~~,-t, li. " . for E=O, 1i;=0, {~} traj ectory , 2 , 

(3) J=O, 2, 4, .. , for E= 1, b;=t, {IT} trajectory, 

(4) J=I,3,5, ... for E= 1, b~ == 1, {PI trajectory. 

V. CONCLUDING REMARKS 

Unitary, analytic representations of the covering 
group SL(3, R) are determined using operator formal
ism. Representations in the space of analytic functions 
H(z) which are derived from homogeneous functions 
H(Ij;" i};2. ~)3) coincide with special representations 
(a, = 0). The Cartan decomposition of Lie algebra 
sl(3, R) enables us to introduce the maximal compact 
subalgebra su(2). The analyticity requirement of func
tions H(z) leads to fermion (r = 0) and boson (E = 1) Regge 
trajectories which were obtained in Refs. 2 and 3 using 
different methods. 
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We consider the physical SU(4):::>SU(2) <81 SU(2) chain. With the help of the three vectors (Sa' T" 
Qa,), (Vas, V,T, V£), (w~, W,\ W£) we can easily write the three fundamental invariants 12, 13, 14; the 
two operators n and <I> (eigenvalues wand <p) of Moshinsky and Nagel [Phys. Lett. 5, 173 (1963)] and we 
are able to construct a new pair of operators playing the same last role. We write them s 
= ~/ - )~V; V'_~ and t = ~,( - )'V,rV~, (eigenvalues cr and T). In any (pp' p") irreducible representation 

(IR) we define semireduced matrix elements <0' S'T II Q II OST) (and the same for VQ and WQ), 
where 0 is any of the two pairs (w<p) or (crT). For the unknown ~ee<e'S'T II rp IlosT) 
<0' s' T II TP II OST) (TQ anyone among Q, VQ or WQ) we give a set of equations which allows 
the complete solution of the calculation of these quantities. Besides we give the explicit values of these 
unknown for TP = TP = Q for any (pp'p") IR and, S = P and any T, or T = P and any S. In the 
particular case of the (320) IR [with 0 = (w<p)] where the multiplicity reaches 3 for S = I, T = 2 and 
S = 2, T = I, we have completely solved the problem; i.e., we have calculated the square of the 
semireduced matrix elements of Q for any value of the label (w<pST), together with all the eigenvalues w 

and <p. 

I. INTRODUCTION 

Since 1937, the year when Wigner1 introduced the 
SU(4) group in physics, together with the concept of 
supermultiplet, the unimodular unitary groups SU(n) 
have accounted for many symmetries in such areas as 
atomic and nuclear spectroscopy and elementary parti
cles. 2.3 These SU(n) groups are nowadays a fundamental 
tool in the hands of theorists and they have been the 
subject of many a work. 4 Their study has led to impor
tant results when the labeling of the states is built on 
the canonical chain of unitary groups SU(n):J U(n - 1) 
:=J " 0 " :=J U(l). Unfortunately-for SU(4)-one often has to 
use a noncanonical classification of the states if one 
wants to exhibit the quantities of physical interest. 
Most of the results previously obtained are no longer 
adapted and the study of these noncanonical group chains 
is much poorer and faces numerous difficulties. 

In the case of SU(4) the physically interesting group 
chain is the chain SU(4):J SU(2) <8ISU(2)-often called 
physical chain-which displays explicitly the two spin 
and isospin SU(2) subgroups. This chain does not allow 
a complete labeling, as the two subgroups give only four 
quantum numbers: The spin S with its prOjection M s, the 
isospin T and its projection M T , We need two more 
labels to have a complete description of the states of a 
given (pp 'p ") irreducible representation (IR), This 
problem can be solved in many ways: by a projection 
technique,5 by the so-called "elementary multiplet" 
method, 6 or by the diagonalization of a complete set of 
commuting operators, 7 This last method is particularly 
interesting to the physicist for several reasons: It is 
the only one which gives an orthonormal basis of the 
states; it allows a certain liberty in the choice of the 
complete set of commuting operator, it corresponds to 
a technique appropriate to quantum mechanics and the 
state labeling problem sometimes corresponds to a 
search for eigenvalues of quantum mechanics. A lot of 
work has been devoted these last years to the quest for 
convenient operators, In the SU(4):=JSU(2)<8ISU(2) case 
the number of missing labels is two, and the number of 

functionally independent missing label operators is 
twice the number of missing labels, i. e., four, 8 In 
1963, Moshinsky and Nagel9 gave the expression of a 
pair of such operators which we call, after them, nand 
<1>. We shall see that we can just as well take another 
pair, which we call sand t (Sec, III). 16 

This paper gives the main results of work concerning 
the calculation of the matrices of the generators of 
SU(4) in a given (pp'p") IR in which the states are 
labeled by the spin quantum numbers S, M s, the isospin 
quantum numbers T, M T, and the eigenvalues of one of 
the pairs (n, <l» or (s, t), or some other pair to be dis
covered, We call this base the physical base in what 
follows. In order to fulfill this program, one can for 
example search for a unitary transformation allowing 
one to go from the Gel'fand basis to the physical one. 
This method has the defect of being often very technical 
and not very clear. We have done an algebraiC infinites
imal study of the group chain SU(4):=JSU(2)<8ISU(2) with
out prior knowledge other than of the physical Lie alge
bra of SU(4). This process does not require deep know
ledge of group theory, and demands no particular cal
culus technique but the Wigner-Racah SU(2) algebra. 
This program may appear to be either too ambitious 
or rather vague; this is only partially true. In fact, in 
SU(4) one is often limited by the feasibility of the cal
culation which forbids a complete algebraic solution and 
obliges one to use computers. Consideration of an 
adapted base from the beginning makes the calculation 
Simpler, and as it was essentially our goal, this adapted 
basis has the advantage of emphasizing the particular 
properties of this group chain. 

In Sec. II we define the SU(4) algebra, In Sec. III we 
discuss the labeling problem of the states; besides this 
we show that the Racah formula, 10 which gives the 
multipliCity N ST(PP 'p ") of the states of given Sand T in 
a given (pp'p") IR, can be given in an other form, 
which facilitates the calculation. In Sec. IV we define 
the semireduced matrix elements of the Q, VQ, and WQ 
vectors, In Sec. V we give the set of equations satisfied 
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by the semireduced matrix elements of Q, 0", and Wo. 
With these equations we can obtain the square, or the 
product, of the semireduced matrix elements of Q, VO I 

or Wo, including a summation on the labels (w, rp) or 
(a, T), In the particular case T == P for any S (or S = P for 
any T) we give an explicit formulation of the square of 
the matrix elements of Q, Finally in Sec. VI we search 
for a complete determination of each matrix element of 
Q, labeled by (w, rp) or (a, T)o As an example we have 
completely solved the case of the (320) IR with the 
(w, rp) label. 

II. THE SU(4) ALGEBRA 

The Lie algebra of the SU(n) groups-and particularly 
of SU(4)-is well known. 4 Usually the algebra of SU(4) 
is written in its canonical form, i. e., with the genera
tors Eij (i,j==I,2,3,4) which obey the following 
relations: 

(1) the commutation rule 

[Eli' E"11 == 0i"Ei/- OOEki' 

(2) the Hermitian conjugate relation 

EL =Eil , 

(II. 1) 

(II. 2) 

(3) the unimodular condition. We write it with the 
aid of the number operator N of U(4), 

4 

N=6E jj , 

1=1 

and so the number of independent generators is reduced 
from 16 to 15. 

This canonical writing is particularly simple and 
leads to relatively easy calculations. But for the physi
cist, it has the major disadvantage that the SU(2) sub
algebras of spin and isospin do not appear. In this 
paper we are interested in the physical aspects of 
SU(4). So we define new generators, which make these 
spin and isospin subalgebras appear explicitly. In what 
follows we shall often denote by X any of these 
generators: 

To = UEjj + E22 - E33 - E 44 J, SO = HE jj - E22 + E33 - E 44 J, 
1 1 

T 1 == - 12 (E 13 + E 24 ], SI == - v2 [E12 + E 34 ], 

Ll = A [E 31 +E42 ], S_1 == A [E 21 +E43 ], 

Ql1 =EI4 , Ql0 == - A [E12 - E 34 ], Ql-1 = - E 32 , 
(II. 3) 

1 
Q-ll =- E 23 , Q_l0 = v'2 [E 21 -E43 ], Q-l-l =E41 • 

These generators obey the following commutation 
rules ~ 

[S", SJ = J2(-)" c(111; /1 + v, - /1)S",", [S", T,] == 0 

[T"T}]=v'2(-)i c (111;i+j, -i) Ti'i> 
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[S",Q"i]=v'2(-)" c(I11; /1 +v, - /1)Q"wi' 

[Ti' Q"iJ= v'2 (_)' c(111; i +j, - i) Q" i'i' 

[Q "" Q"i] == J2 (- )"'i{O"i, 0 c(1l1; /1 + v, - /1) S "w 

+O",",oc(111;i+j, -i)TI,}}. 

(II. 4) 

The indices /1, v, i,j can take the values 0; ± 1. This 
basis exhibits clearly the SU(2)s and SU(2h spin and 
isospin subalgebra, through the generators S" and T I 
respectively, which are here written as canonical ten
sors of SU(2). On the other hand, the Q"i generators 
are (Ii) and (1/1) tensors respectively in relation to 
the SU(2)T and SU(2)s subgroups. 

Finally these generators obey the Hermitian conju
gate relations 

st=(-)"S_", Ti=(-)'T_" Q:I=(-),>+iQ_<><_i' (II. 5) 

III. THE STATE LABELING PROBLEM 

Biedenharnl1 has shown that two more vectors other 
than the fundamental generators can be constructed in 
SU(4) with the aid of completely symmetric coefficients. 
They are easy to calculate; let us call them V and W. 
They are 

V~ =.0 (-)!TiQ",_i, 
! 

V; =.0 (-)"'S"Q_"i' (III. 1) 

'" 
V~, =S"Ti +.0 (-)",} c(111; 0', - /1) 

"i 

and 

W[ ==.0 (-)"{S" V~"'i + V~ Q-c,;}, 
'" (III. 2) 

W~i =S'" V[ + Ti V~ + 2.0 (_)"'i c(111; 0', - /1) 
"i 

Xc(I11; i, - j) Q"jV~_" i-i' 

These vectors satisfy the same Hermitian conjugate 
relations as the generators (II. 5). 

Following Biedenharnll we can easily construct, with 
these vectors, the three independent invariants of SU(4): 

12 =.0 (-)"S"S_" +.0 (-)iTiT_, +.0 (_)"'iQ"iQ_"_i' 
/J. i j .. d 

13 =.0 (- )"S" V~" +.0 (-)' T! v.:j +.0 (- )"+iQ "I V~"_I' 
" , "I (IlL 3) 

14 =.0 (-)"S" W~" +.0 (_)1 T j W~l +.0 (_)"+IQ"IW~,,_!, 
/J. i j.l.i 

Let us notice the equality of the two first terms of (I3) 

.0 (-)"S" V~" = .0(-)tTIV~' =.0 (_),",is ... Q_,,_iTI' (Ill. 4) 
" I "I 

Furthermore we remark that the vectors V and Wallow 
one to define three other invariant operators: 
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I - '" ( )"VSVS + '" (_)IVTVT + '" (_),,+IVQ VQ 5-0 - "_,, 0 I _I 0 "I -,,-I, 
" I "I 

16 = 6 (-)"V~W.~" + 6 (-)'viw~ + 6 (_)"+I~Iw:'''_I' 
/J. i u.i 

17= 6 (-)"W~W~" + 6 (-)'Wiw:i + 6 (_)"+iW,,Qlw:',,_I' 
" i "I 

(III. 5) 

These invariants can easily be related to the three 
fundamental ones above with the result 

(III. 6) 

These three fundamental invariants 12, 13 , 14 give a 
label for an irreducible representation (IR). But we 
know that six independent operators, commuting with 
one another, are necessary to give a unique label of 
each state of a given IR. Four such operators are well 
known; they are the spin and isospin operators: SO, 

L"(-)"S"S_,,, To, LI(-)!TIT_!. As for the two missing 
operators several couples are suitable. 7,9,16 Nagel and 
Moshinsky9 have proposed the couple nand <1>, which in 
our notation can be written as follows: 

n=6 (-)"S" v~" = 6 (_)IT! v~, 
" i (III. 7) 

<I> = 6 (-)"S" w:" + 6 (_)IT! w~. 
" j 

We have found another pair of operators, which can play 
the same role. We call them sand t, and they are: 

s=6(-)"V~V~", t=6(-)iVrV~. (III. 8) 
" i 

The demonstration of the commutation rules [s, t] = 0 
and [n, <1>] = 0 is greatly simplified if one uses the follow
ing equations: 

6 c (111; i +j, - j) T_jV~ I+j= 6 c(l11; a+ Il, - a)V~",Q",+" j, 
j '" 

6 c(111; i +j, - j) V:jQ" i+j = 6 c(111; a + Il, - a) 
J ex. 

(III. 9) 

6 c (111; i +j, -j) T_J W~ i+j + 6 c(111; a + Il, - a)S_ex.W~+" I 
j ex. 

= 6c(111; i +j, - j)TV:jQ"i+j + 6 c(l11; a + Il, - a) 
j ex. 

We now describe a state with the eigenvalues of the 
operators considered above (or the associated highest 
weights). 

The eigenvalues of the three fundamental invariants 
[or, what is equivalent, the Wigner partition (p,p'p") 
which corresponds to the highest weight of the opera
tors So, To, Qoo] uniquely label an IR of SU(4). The 
eigenvalues of the invariants, expressed in terms of 
(pp'p") are as followSl2 : 
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(12) =p(p + 4) +p'(p' + 2) +p"2, 

(13)=3p''(p' +1)(p +2), (III. 10) 

(14) = 2{p "2[(p + 1)2 + (p' + 1)2] + 2p "2(p + 1) 

+ p'(p' + 2)(p + l)(p + 3)}. 

Let M sand M T be the eigenvalues of the operators So 
and To respectively; let Sand T be the corresponding 
highest weights relative to the spin and isospin sub
groups. The eigenvalues of the operators (n, <1» or (s, t) 
will be denoted (w, cp) or (a, T) respectively. 

In the basis where n and <I> are simultaneously dia
gonal, the states of the IR labeled by (pp'p") are written 

(III. 11) 

In the basis where sand t are simultaneously diagonal, 
the states are written 

I (pp'p") aTSA1 sTM T>' (III. 12) 

In order to simplify the notation, when no ambiguity is 
possible (all the calculations done in a given IR), we 
write the state without reference to the representation 
labels 

(III. 13) 

Furthermore, when the sole multiplicity of the states 
of given (SM sTM T) is conSidered, we use a collective 
index e instead of one of the two couples (wcp) or (aT), 
i. e. , 

(III. 14) 

Let us now recall the conditions satisfied by the Wig
nerl partition (pp'p") 

Ip"l "'p' "'p, 

(III. 15) 

In 1949, RacahlO established an algebraic formulation, 
which gives the multiplicity of the irreducible repre
sentations ST of SU(2)0SU(2) in an irreducible repre
sentation of SU(4). He called this quantity N TS (Pi)'P"), 
It reads 

NTS(f)p'p") = WTS(P +p",P - p") 

- WTS(P +p' + 1,p - p' -1) 

-wTs(p'+p"-l,p'-p"-l), 

where WTS is defined by 

wTs(fd2) vanishes unless T, S '" 11; fz , 

2T=2S=/l +/2 (mod 2). 

When 11 ?-/2' WTS(flfz) * ° is given by 

wTS(fd2)=WTS(fdl)=CP(f2+ 2 -IT-SI) 

- cp(fz +1- T-S) +cp(T +S-/l-1) 

-tcp(T+s-IT-sl-/1 +/2+1), 
where 

if x?- 0, 

if x "" 0, 
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and [x} means the greatest integer contained in x. 

Notice that the labels Sand T are totally symmetric 
so that 

N ST(PP'P If) =N TS(PP'P If). (III. 19) 

Furthermore, the representations (pp'p If) and (pp' _ plf) 
are contragredient, which implies equal multiplicities, 

(Ill. 20) 

Despite its generality, this Racah formulation is un
fortunately somewhat hard to handle. In a given IR 
(PP'p If), in order to obtain the multiplicities for all the 
pairs (T, S), one has to apply the Racah formula in each 
(T, S) case, This calculation is lengthy, difficult and 
cumbersome. It is for this reason that many papers13 

have given a new formulation for N TS(PP'P If). We pro
pose here a rewriting of this formula, under a recur
rent form, which is not so general as the Racah expres
sion, but leads to much easier and faster 
calculations. 

Observe first that the difference rp(x + 2) - rp(x) 
= 1/2 (x + 1 + I x + 11) does not depend on the parity of 
the integer x, So we can hope to find a simple expres
sion for the difference, 

(Ill. 21) 

Suppose for simplicity that T ~ Sand P If ~ 0 which re
moves nothing of the generality of the problem. We 
consider the different cases, and find: 

T~p'-1 

T~p' 

(2) 5 =0 

ATO(PP'p") 

ATS(PP'p If) =i(p - pif - T +S + 1 

+ Ip-plf-T+S+l!) 

-1(p-p'-T+S+ Ip-p'-T+sI) 

-1(p'-p"-T+S+ IP'-plf-T+sl), 

ATS(PP'p If) =1(p - plf_ T +5 + 1 

+ Ip-p"-T+S+ll) 

-1(p-p'-T+S+ Ip-p'-T+sl) 

-1(5 - p' - 1 + Is - P' - 11) 

-~(S-p"+ Is-p"IL 

= tP(P - P" t 2 - T) J_ [PCP - P' t 1- T) ] 

_[P(P'-P;+1-T)], 

where 

P(y) ==y +21 Y I. 

(Ill. 22) 

(III. 23) 

The ATS(PP'P If) are easily calculated, and one can 
straightforwardly derive the N TS(PP'P") through the re
current formula 

(Ill. 24) 
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In particular one has 

N TO(PP'p lf ) =Aro(PP'p "), 

N T(! 12)(PP'P") = AT(1/2)(PP'P If), 

N ps(PP'p") =Aps(PP'p") (Ill. 25) 

=\1 if S~p", 

{o if 5 <p". 

IV. THE GENERATOR MATRICES 

In a given (pp'p If) IR of SU(4) the matrix elements of 
5", and T I are given by the Wigner-Racah algebra of the 
corresponding SU(2) groups, 14 

(e'S'M~T'M~ 15 ... 1 eSMsTMT) 

= 098' 0SS' OTT' OM M' ...; S(S + 1) c(S1S';M s, J.!., M s), 
T T 

(IV.!) 

(e'S'MsT'MTITlleSMsTMT) 

= 061f 0S5' OTT' OMSM!/T(T + 1) c(TIT';M r, i,lVi;"). 

But we are not able to give so simply the matrix ele
ments of the Q ",I generators, The calculation can be 
slightly simplified, when one introduces the so-called 
semireduced matrix element (e'S'T' II Q II eST) i. e. , 
reduced with respect to the spin and isospin SU(2) 
subgroups3 

(e'S'MsT'M~IQ"'lleSMsTMT) 

= c(S1S'; M s, /J., M s)c(T1T'; M T, i, M~) (e'S'T' II Q II eST). 

(IV. 2) 

Now the search for an IR of SU(4) is replaced by the 
search for the semi reduced Q matrix elements. 

We define in the same way the semireduced matrix 
elements for V and W. 

The semireduced matrix elements for VS, VT, V
Q

, 

W S , W T , WO, can all be expressed in terms of those 
of Q. For V we have, for example: 

(e'S'T'11 VS !leST) == OTT' ';T(T + 1)(e'S'T II Q II eST), 
(IV> 3a) 

(B'S'T' \I VT 11 esT) == oss' ';S(S + lHe'ST'1i Q 11 eST), 

(e'5'T' II ~ II eST) 

= OS S' OTT' 088' "';S(S + I)T(T + 1) 

+ 3 6 ';(2S 1 + 1)(2T 1 + 1) 
9
1

5 1 T j 

XW(SS'l1; 1S I )W(TT'11; IT1) 

X(8'S'T'IIQII81SjTl>(81SIT11\QII eST). 

(IV,3b) 

(IV.3c) 

We shall see later that this last expression for ~ can 
be simplified, with a summation only on the indices 
el S I (or 131 T 1)' 

The Hermitian conjugate relation Q~I = (_) .... IQ.".i 
leads to 
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(e'S'T' IIQII 8ST) 

_ ( )S_S'+T_1"(2S + 1)(2T + 1) \ 112 (8ST IIQU 8'S'T'). 
- - (2S' + 1)(2T' + Ii) 

(IV. 4) 

The vectors va and WQ fulfill the same relation (just 
replace Q by VQ or WQ). 

Let 

T(, PPl" \ 

SMsTMT) 

be an irreducible tensor. The adjoint tensor is 
characterized by 

(,
PP'P")t (PP'P

IJ

) (, PP'-P" J T e =b 8 T e+ , 
SMsTMT SMsTMT S-MsT-MT 

(IV. 5) 

with e+=(w+,cp+) or e+=(O+,T+), w+=-w, cp+=cp, 0+=0, 
T+ == T. 

(, 

pp'p" ) 
b e is a phase factor. 

SMsTMT 

Writing the commutation relation of this tensor with the 
generator Q jJ.I we can establish a relation between the 
semireduced Q matrix elements in a given (PP'P ") IR 
and in the contragredient one (pp' - P "). Let us consider 
the commutator 

t ( PP'PII)~ Q"'I, T e 
SMsTMT 

= 6 «pp'p") e'S'M'sT'M~ IQ"'I I (pP'p") eSMsTMT) 
IJ' S' 1" 
M'SM'T 

( 

pp'p" ) 
x T e' 

S'M~T'M~ 
(IV. 6) 

Let us conjugate the two members. One obtains, on the 
one hand, 

( 

PP'PII) 
=(_),,+1+1 bOX 6 «PP'_p")O'+S' 

SMsTMr ~,s~r s T 

- M'sT' - M~ IQ-a-I I (pP' - P") o+s - MsT - MT) 

(IV. 7) 
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On the other hand, we can also write 

( 

PP'p" ) 
= 6 b e' «PP'p")e'S'M'sT'Mz.IQ,,11 

II'S'T' S'M'T'M' M'SM'T s T 

X(pp'p")eSMsTMT)T el+ . 
(, 

pp'-P" J 
(IV. 8) 

S'-M'sT'-MT 
Identifying the last two relations we can deduce the 

equation 

b 0' «pp'p")e'S'M'sT'M~IQ()tll(pp'p")eSMsTMT) 
(, 

pp'p" ) 

S'MsT'M'r 

+ (_)".Ib 0 «pp'-p")O'·S'-M'sT'-MT 
( 

pp'P" ) 

SMsTMT 

x IQ-a-l I (pp' - p") e·s - MsT - MTho, (IV. 9) 

which can be written otherwise, 

b e' «pp'p")e'S'T'IIQII(pp'p")eST) 
( 

pp'p" ~ 
S'Ms+aT'MT+i 

x «pp' _ p")e'·S'T'IIQII (pp' - p")e+ST) = o. (IV. 10) 

The same calculation can be done with Sa or TI in place 
of Q",I' We are led to the following relation between the 
phase factors, 

( 

PP'P") ( pp'P" J b e =(_)".1 b e 
S M s + a T M T.I S M s T M T 

(IV. 11) 

If we define 

b( PP{' \ =0 :~r'), 
S Ms=S T MT=T) 

(IV. 12) 

we get 

~ 
pp'P" ) 

b 0 = (_)S-MS+T-M T b(:~'r), 
SMsTMT 

(IV.13) 

and the relation (IV .14) above can now be written 

b(:~'f;',) «pp'p ") O'S'T' IIQII(pp'p") OST) + b(~~~") 

x «pp' _ p") e'·S'T' IIQII (pP' - P ") e·ST) = O. (IV. 14) 

This last relation has two forms depending on whether 
or 0 = (cpw) or 0 = (aT): 

(a) e = (cpw) 

b(/~:~:'T) «pp'p")cp'w'S'T'IIQII (pp'p") cpwST) + b~:~~~) 

A. Partensky and C. Maguin 515 



                                                                                                                                    

x «pp' _ p") cp' _ w'S'T' IIQII (pp' - p") cp - wST) =0; 

(b) e=(aT) 

b( PP'p" ) «pp'p")a'T'S'T'IIQII (pp'p")aTST) + b(PP'P") 
a'T'S'T' aTST 

x «pp' _ p") a'T'S'T' IIQII (pP' - p")aTST)=O. 

In the particular case of IR with P" =0 these relations 
lead to the following prominent equations: 

On the one hand, 

«Pp'O) cpwST IIQII (pp'O) cpwST) 

+ «pp'O) cp- wSTllQII (pp'O) cp- wST)=O. (IV. 15) 

On the other hand, 

«P/J'O) aTST IIQII (pp'O) aTST) = O. (IV. 16) 

The semireduced matrix elements we have considered 
above, do not exhibit, in the Wigner- Eckart theorem, 
the problem of inner multiplicity, the SU(2) group being 
multiplicity free. On the contrary, if in a given IR 
(pp'p"), we want to reduce completely under SU(4), the 
matrix elements of the vectors X, V, or W; we need an 
inner multiplicity index p. Using the notation of Hecht 
and Pang,3 in the particular case of the labeling by 
(cp,w), and Q (which has cp=8, w=O), we can write 

«PP'I' ") ~'w'S'T' II {H) II (pp'p ") ~wST) 
= 6 «pp'p") IIXII (pp'p"»p 

p 

x«pp'p")cpwST; (110) 801111 (pp'p")cp'w'S'T')p. 

(IV. 17) 

We have the same form for VQ and WQ. 

Here the index p can take three values (p = 1,2,3). To 
completely define this index one must arbitrarily fix 
three conditions. It is particularly simple to take them 
as 

«pp'p") IIXII (PP'P"»2 = «pp'p") IIXII (PP'P"»3 

= «PP'p") II VII (PP'P"»3=0. 

(IV. 18) 

With this choice we can calculate the six remaining 
reduced matrix elements for the vectors X, V, W by 

taking the matrix elements of the six invariant opera
tors 1k (i=2, 3, ... ,7) and solving the system. We thus 
obtain the following results, in which Uk) designates 
the eigenvalue of the invariant 1k : 

«PP'p") IIXII (pp'p "»j = «12 »112, 

«pp'p") I/VII (pp'p"»j = «;:~;172 , 
«pp'p") II VII (pp'p "»2 = «(12 15 )(~2 ~IP )112 

«pp'p") II WI/ (pp'p "»j = «g~il72 , (IV. 19) 

« ''')IIWII( '''» (1612)-(1p1~) ppp ppp 2=[(12)«(1215)-(1;»)172, 

«pp'p") II WI/ (PP'P"»3 

The Kronecker product of the IR (pOD) or (pp ±p) 
with the IR (110) is multiplicity free. This means that 
p can take only one value. In fact we see that: 

(a) For the (pOD) IR, only one matrix element is dif
ferent from zero 

«pOD) IIXI/ (pOO»j = -Jp(P + 4); (IV. 20) 

(b) For the (pp ±p) IR all the nonvanishing matrix 
elements correspond to the same value of the index p: 

«pp ±p) IIXII (pP ±p»j = -J3p(p + 2), 

«pp ±p) II VII (pp ±p)\ = ± (p + 1)-J3p(p + 2), 

«pp ±p) IIWII (pp ±p»j = 2(p + 1)2-J3p(p + 2L 

(IV. 21) 

It follows that the semireduced matrix elements of VQ 
and WQ are zero for (pOD): 

«pOD) e'S'T' II VQII (pOD) eST) = 0, 

«pOD) e'S'T' II WQII (pOD) eST) = 0, 
(IV. 22) 

In the case of the (pp ±p) IR a proportionality relation 
can be written between the semireduced matrix ele
ments of Q, V Q

, and WO: 

«pp ±p) e'S'T' I/VQII (pp ±p) eST) 

=± (p + 1) «pp ±p) e'S'T' IIQII (pp ±p) eST), 

«pp ±p) e'S'T' I/wQII (pp ±p) eST) 

= 2(p + 1)2 «pp ±p) e'S'T' IIQII (pp ±p) eST). 

(IV. 23) 

V. CALCULATION OF THE MATRIX ELEMENTS Le«(pp'p")6STII QII (pp'p") eST> AND 

z'ee'((pp'p") e'S'T' IIQII (pp'p") eST> 2 

The eigenvalues of the operators <[:> and n, or sand t, can be obtained on the Gel'fand and Zetlin basis, by a 
diagonalization process. But such a method is very cumbersome and can only be achieved with the aid of a com
puter. On the contrary, it is fairly easy to calculate L-e(eST IIQII eST) when one writes the conservation of the trace 
of the matrix representation in the Gel'fand, and physical basis, 

The operators So and To are simultaneously diagonal in both bases. For an arbitrary operator, Z, we have 
equality of the traces of its matrix representation in both bases. These traces are taken for a given (PP'p") IR, at 
the level of each submatrix labeled by a given M sand M T' 
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Let us introduce the positive integers a, [3, y, and W j we can write the equation expressing the equality of the 
traces of any Z, in the two basis, for given M sand M T as follows: 

p+p' p-p" p'-p" 0 p+p' p-p" P'-p" 0 

p+p'-a p-P"-{3 P'-p"-y p+p'-a 
Z 

Ms-P"+x p+p'-x Ms-P"+x 

M s +MT+a+[3+y 

= 6 «PP'P") eSMsTMT Iz I (pp'p") eSMsTMT)' 

The variables a, [3, y, and x, must satisfy the betweeness conditions: 

p'+p"?a?O, !J'+P"+{3?x?a, 

P-P'?[3?O, p-Ms-{3?x?P'-Ms -y, 

p' - P"? y? 0, P +P' -Ms -MT-x? a +[3 +y? -MT- p" +x. 

For the particular case M s = p, let us take M T ? O. Equation (V. 1) becomes 

min 

p-p" P'-p" 0 P+P' 

,-P" p-p" P'-p"-y P+P' -MT Z 6 
r·O p+p' p-p" 

p+MT+y 

= 6 «pp'p") eppTMT Iz /(pp'P") eppTMT). 
9 

T»MT 

p-p" p'-P" 0 

p-p" 

p+p' p-p" 

p +MT +y 

If Z is Qoo, which is diagonal in the Gel'fand basis, we have to calculate 

min' -I>" 

t-MT
{MT_(P'_p")+2y}= 0 pMT «pp'p")epTIIQII(pp'p")flpT). 

roO T»MT vP(p+l)T(T+l) 

Here fI is redundant, because N PT(PP'P") = 1 if S ? p" and 0 if S < p". 

Now we can get, by taking the difference between the two sums L:T"MT - L:Ti>MT+l' the matrix element 

l 
0 if l' <p" 

«pp'p")pT IIQII (PP'p")pT)== ' 

P"(P'+1)( p+l )1/2 ifT?P"o 
PT(T +1) 

This result is still valid when we interchange Sand T. 

(V.2) 

(V.3) 

(V. 4) 

(V. 5) 

Let {T~I' T~, Tn be any vector following the same transformation rules as the generators {Q"'I, S"" T i } and con
sider the commutation relation 

[Q" i' T~j] = Y2 (- )".i{Oi.j,O c(l11 j Il + a, - Il) T!.", + 0".",,0 c(111 j i + j, - i) Ti.,}. 
Taking the matrix element of the two sides of this equation, let us calculate 

o c(llj;j, i, 11If) c(llj'; 01, Il, m/ ) <e'S'M~T'MT I [Ql1j, T~,] / flSM sTM T)' 
liM'T 
al.LM's 

We get 

6 V(2S1 + 1)(21'1 + 1) W(SS'l1;j'Sj) W(TT'l1jjT1) x {<fI'S'T' IIQII B1S1T1) <OISITlI1TQII eST) 
91 SI Tl 

- (_),+f' (8'S'T'IITQII e1S1T1) <e151T1 11QII eST)} 

=- Y2 {Of. o Of' .10TT' (8'5'1" IITsli 051') + of,! 0f',OOSS' (8'5'1" IITTII eST)}, 

where j andj' can only be 0,1,2. 
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Consider now the particular case TQ=Q, fJ'=e, S'=S, T'=T. In order to simplify our notation we write only 
N 5 T instead of N 5 T(PP'P") for the multiplicity of the states of given ST in the (pp'p") IR and we define 

(S'T'IQlsT)2=.0 (e'S'T'IIQII eST? (V.9) 
BfJ' 

The invariant operator 12, and Eq. (Y. B) give the following five equations between the matrix elements (V. 9): 

(a) :6 (ST I Q I SITl)2 =N ST {(12) - S(S + 1) - T(T + I)}, 
51 Tl 

(b):6 (- )S_ 5 1+T-Tl W(TTll; 2T 1) W(SSl1; lS j )(ST I Q I SI T j)2 = 0, 
51 T j 

(c):0 (_)5-5 j+T-Tj W(TT11; IT j) W(SS11; 2S I l<ST IQ IS1Tj)2 =0, 
51 T j 

(d) 5~1 (- )S-sl+T-TI W(TTll; 1Tj) W(SSll ; 051) (ST I Q ISj T j)2 = -N ST(-2(2r~17(;~ + l)y /2, 

(e) S~ (- )S-51+T-Tj W(TTll; OT I) W(SSll ; lS j j(ST I Q ISj T j)2 = - N ST(-2(2SS~S17(;~ + 1)) 112. 
I j 

(V. 10) 

The notation (Y. 9) has a great advantage; it leads to a sixth equation derived from the Hermitian conjugate relation 

(ST I Q IS'T')2 - (2S' + 1)(2T' + 1) (S'T' I Q IST)2 
-(2S+1)(2T+l) . (V. 11) 

From (a), (c), (d), and (e) we can derive the following relation 

S(ST IQ IS-IT)2 - (5 + Ij(ST IQ IS + 1T)2 =- T; 1 {(12)- 2S(S + 1)- T(T +4)}N ST 

+ T~~/+13) {2T +S +3)(ST IQ Is +IT + 1)2 +2 (T + l)(ST IQ 1ST +1)2 + (2T -S +2) (ST IQ Is -IT +1)2} (Y.12) 

We can now use the Hermitian conjugate equation to write (V. 12) in a form which explicitly shows a recurrence in 
the variable S, 

5(25 -1)(S - IT IQ 1ST? - (S + 1)(2S + l)(ST IQ Is + IT)2 

=_ (T + 1)~S + 1) {(12) _ 2S(S + 1) - T(T + 4)}N ST + (2TT~;~(:S371) 

x{(2T +S +3)~T IQ Is + IT +1)2 +2(T +l)(ST IQ 1ST +1)2 + (2T-S +2)(ST IQ IS-IT +1)2}. (Y.13) 

Suppose we know, for a given T, all the matrix elements (ST I Q IS",T + 1)2 (S", =S, S + 1, S - 1). Then it is possible 
to calculate the six matrix elements (STIQIS"T)2 and (STIQIS",T-1)2 o 

First we use the recurrent relation (Y. 13) in the calculation of the matrix element (S - 1 T I Q I ST)2, 

~ -1 T IQ IST)2=- ST~2; ~ 1) s?2s (2S' + 1){(12)- 2S'(S' + 1) - T(T + 1)}N S'T + T(2T !~);(~S -1) s~s (2S' + 1) 

x{(2T +S' +3)(S'T IQ Is' +1T +1)2 +2(T +1)(S'T IQ IS'T + 1)2 + (2T -S +2)(S'T IQ Is' -IT +1?}. 

(Y,14) 

When we change S for S + 1 we obtain the matrix element (5T I Q IS + 1 T)2. It we now use the relation (V. 11) we can 
derive the matrix element ~T I Q IS - 1 T)2 

Now with the five equations of the set (V, 10) we can calculate the four other matrix elements, resulting in: 

~T IQ IST)2 = (T + 1~~ + 1) {(12) -S(S + 2) _ T(T + 4)} N 5T _ 2S s+ 1 (ST I Q Is + 1 T)2 _ (2T + 1)i~~~/:~)+ 2T + 3) 

x~TIQls+1 T+l)2- (2T+l)i~~T+:~)+2T+2) (STIQIS T+l)2 

- 2 (2T +ii~~; 2if + 1) (ST IQ 15-1 T +1)2, 

I I 2 (2S+3)(T-S) 1 I I 2 S(2S+3)-T(2T+3) I I 2 
~T Q S+1 T-1) = 2S+1 N 5T - T + 1 (ST Q S+1 T) -(2T+3)(25+1)(T+l)(S+1) (ST Q S+1 T+1) 
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(21' +1)(25 +3) (ST IQ 15 l' +1)2 + (21' + 1)(2S +3) <;51' IQ 15-1 l' +1)2 
+ (21' + 3)(2S + I)(S + 1) (21' + 3)(2S + 1) , 

(V. 16) 

N ST {(25 + 1)[ (12) _ 25(S + 1) - 1'(1' + 4)] +5T(2S - I)(S + l' + 1)}- 5~5/+1{) <;51' I Q Is + 1 1')2 
5T(2S + 1) 

_ ( 1){(25 + 1)(21' +S + 3) - 51'(1' + 1)(25 - l~C'T IQ 15 + 1 l' + 1)2 
21'+ 5T(2S+1)(T+l)(2T+3») 

(21' 1){T(25 -1) +2(25 + 1)1<;51' IQ Is l' + 1)2 _ 851' - 25
2 

- 21'2 +3S + 31' + 2 (51' IQ Is _ 1 l' + 1)2 
- + 51'(25 + 1)(21' + 3) J ST(2S + 1)(21' + 3) , 

<;51' IQ Is l' _1)2 =- N ST {(S + 1)2(12) +5(5 + I)(S2 + 25 + 2 + 21'2 + 51') + 31'(5 + 1)(1' + 4) - 1'(31' + 8)} 
51'(5 + 1) 

+25 +1 (STIQls+1 T)Z+(2T+l)(2S-T+2)(STIQIS_1 1'+1)2 
5 51'(21'+3) 

(21' 1) ~(2S + 1)(21' +5 + 3) +5(1' + 1)(25 + 1')\.;51' I Q Is + 1 l' + 1)2 
+ + \. 51'(5+1)(1'+1)(21'+3) r 

(21' + 1)[52 +45 +251' +2- 1'] +5(1' + 1)[25 +1- 21'] <;51' IQ IS l' + 1)2, 
+ ST(S + 1)(21' + 3) 

So we know all the matrLx elements <;5T-IIQ IS", T)2, for a given 1', and 5",=S, S±1 in terms of <;51' IQ IS", l' +1)2 
and <;51' I Q IS + 1 1')2. Using the same method it is possible to calculate the six matrix elements 
if; l' - llQ IS", l' - 1)2 and <;5 l' - 11 Q IS", l' - 2)2, and so on. 

In the particular case l' =P, we known that (Sp I Q Is", p + 1)2 = 0 and the second members of the various results 
(V. 14) and (V.16) are completely known. We recall here that N sp(pp'p")=1 whenp'?-S?-p" and 0 if S<p". The 
result is the following: 

(5pIQ/5_1p)2= p+l [S2_p"2J[(p'+1)2_S2] 
pS(25 + 1) , 

(5p/Q/5+1P)2 p+l [(5+1)2_p"2][(p'+1)2_(S+I)2] 
p(S + 1)(25 + 1) , 

(5pIQISp)2= p+l (p'+1)2p "2 
PS(S+I) , 

(v. 17) 
(Sp IQ 15 + 1 p _ 1)2 = (p _ 5) 25 + 3 _ [(5 + 1)2 - P "2][(p' + 1)2 - (5 + 1)2] 

25 + 1 p(5 + 1)(25 + 1) , 

/Sp I Q 15 P _1)2 p(p + 1)5(S + 1) - (p' + 1)2p"2 
" pS(S + 1) , 

2 25-1 P"2(P'+1)2+52[S2_(p'+1)2_p/2] 
(5p IQ 15 - 1 P - 1) = 25 + 1 (p +5 + 1) + pS(25 + 1) . 

It is now possible, with the equations (V. 14), (V.15), and (V. 16) to calculate the other matrix elements with T 
=p - 1, P - 2, "', and completely obtain all the (51' IQ 15'T')2. 

If we multiply the two members of Eq. (V. 8) by (21' + 1) [(251 + 1)]1! 2W(5S'll;1'51) and sum over f', we can use 
the orthogonality relation of the Racah coeffiCients, and obtain a relation in which the number of summation indices 
is reduced by one, 

6 v'(251 + 1)(21'1 + 1) W(S5'll; IS1) W(TT'll;jl\) (8'S'T'IIToll 81S11'1) (81S1T 1 1IQI18ST) 
81 S1 T, 

1 (nI , '11TS111l5T) 1 W(SSll; 051) (f)'S' 'II Til ) - {2 0,,0 OTT' u 5 l' u + 3{2 0f,1 ass' W(SSll; IS
1
) l' l' 8ST. (V. 18) 

Due to the symmetry of the roles played by 5 and 1', the spin and isospin variables, we can exchange them in the 
above relation. 

Equation (V. 18) gives for the semireduced matrix elements of Vo a simpler expression than Eq. (IV.3c). Let us 
take the particular case when f = 1, TQ = Q, TT = 1', T S =5 and let T, be one or the other value l' or T', We obtain 

(8'S'T'II0'118ST)= 6 (251 + 1 )"2 W(5S'll; 151) (8'5'1" IIQI18 S T ) (8 S T IIQII8ST) (V. 19) 
2T + 1 W(TT'll'IT) 1 l' 1 1 1 • 6'1 S1 1 , 1 
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In the same way, we obtain, with 51' equal to either 5 or 5', 

(8'5'1" II VQIl 851')- 2:; (21'1 + 1)112 W(TT'llj 11'1) (8'5'1" IIQII 85 l' ) (8 5 l' IIQIl 851') 
- 2S+1 W(SS'll'IS) II I II I . 

81 TI I , I 

By the main of the commutator [Q~i' T~j] we obtain Eq. (V.8). In the same way, using the commutators 
[V~i' V~j], [V~i' W~j], [W~i' W~j] we obtain the equations 

2:; [1- (_)/+1'] ;,1(251 + 1)(21'1 + 1) W(SS'lljj'SI) W(TT'llj JTI) (8'S'T'IiVOIl 851') 
81 SITI 

01.1;,1 5'(5' + 1)(25' + 1) W(5S'll j j'S')(8'5'T'1i VQII 851') 

+ 01.1' ;,11"(1" + 1)(21" + 1) W(TT'll ;jT') (8'5'1"11 VOII 851') 

+ 01.1 (-)I' 4 -j~ + 1) ;,11"(1" + 1) 2:; ,1251 + 1 W(S5'1l;j'51)(8'5'T'IlQI/ 81511'1) (815 t T 1 11 Q II 8ST) 
81 SI 

+0I.l,(_)l'4-j~+1) ;,Is'(s'+I) 2:; ;,121'1 +1 W(TT'lljjT I ) (8'S'T'IIQIl 815'1'1) (8 IS'TtlIQI/ 851'). 
81T t 

The same method when applied to [V~i' W~j] leads to the result 

2:; ;,1(251 + 1)(21'1 + 1) W(SS'llj!'51) W(TT'l1ijTtl {(8'S'T'IIWOI/ 8t5 tT t) (8t5 1T 111VQIl 851') 
81 SI T t 

- (_)/+1' (8'5'T'IlVQII 81511'1) (8IS IT I IlWOIi 8ST)} 

01.1 ;,15'(5' + 1)(25' + 1) W(SS'l1;j'5') (8'5'T'IiWOIl 851') 

+Ot.l' ;,11"(1" + 1)(21" + 1) W(TT'lljjT') (8'5'T'IIWQII 851') 

= -J1 + 0l! (_ Y' 4 - f'~' + 1) 2:; ;,1251 + 1 W(SS'll ij'SI) (8'5'1" IIWsll 815 tT') (81StT' IlQII 851') 
81 SI 

+ Ow (_)1 4 - j~ + 1) 2:; ,121'1 + 1 W(TT'l1;jT I ) (8'S'T'IIWT II 8tS'Tt) (8tS'TI IIQII 851'). 
81 T t 

We do not give here the result derived from the commutator [W~i' ~j] due to its great complexity. 

(V. 20) 

(V. 21) 

(V. 22) 

Now using Eqs. (V,8) (with TQ = VQ and TQ = WQ), (V.21), and (V, 22), the invariant operators la, 14, 15, and Is, 
and generalizing the method used for the calculation of (51' 1 Q 15'1")2, we can obtain the quantities: 

2:; (8'S'T'IIQII 851') (8'S'T'IIVQII 851'), 2:; (8'S'T'IlQIl 851') (8'S'T'IlWOIi 851'), 2:; (8'5'T'IiVOIl 851')2, 
w w W 

x 2:; (8'5'1" II VQII 851') (8'S'T'IIW
QII 851'). (V. 23) 

88' 

In principle, using the invariant operator 17 and the equation derived from the commutator [~i> W~j] we can also 
calculate the quantity 

2:; (8'S'T'IIWQII 851')2. 
88' 

VI. SEARCH FOR A COMPLETE DETERMINATION 
OF EACH MATRIX ELEMENT «(p'p'p")OS'T'11 Q II 
(Pp'p")8ST>2 WITH 8=(w,'P)OR (a,r) 

Up to now all the equations we have written contain 
the index 8 and do not need it to be more precise. But 
from now on, we shall distinguish the two cases: 8 
= (w, <p) and 8 = (0, r). In each case we have specifiC 
equations satisfied by the matrix elements of Q, V

Q
, 

and t{rQ. 

(a) First case 8 = (w<p): The operators nand q, are 
diagonal and we can write 

;,15(5 + 1)1'(1' + 1) (<p'w'5T IlQII <pw5T) 
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=w o~~, oww" 

2;,15(5 + 1)1'(1' + 1) (<p' w'5T II VQII <pwST) 

+5(5+1) 2:; (<p'w'STIIQI/<pt w I5T I) 
~IWITt 

+ 1'(1' + 1) 2:; (<p'w'ST I/QII <ptwtSjT) 
~IWjSI 
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Furthermore, the operators <P and n give a relation be
tween the non diagonal matrix elements of Q, VQ

, and 
WQ. For example, let us calculate the commutation re
lation of n with Q p. i , 

[n, Qp./) = 6 (-)'" [v~S_"" Qp./) 
'" 

Using relation (III. 9) we can write this again, 

[n,Qp./)=V2 6 c(111;QI +/l,-Ql)V~+P.iS_", 
'" 

+ V2 6 c(1l1; i +j, - i) l' _j v~ i.j' 
j 

Now we take the matrix elements of this equation in the 
base where n is diagonal, and obtain 

(w' - w) (cp'w'S'T' IIQII cpwST) 

1"(1" + 1) - 1'(1' + 1) +S'(S' + 1) - S(S + 1) 
2 

x (cp'w'S'T' I!VQII cpwST). (VI. 3) 

We can apply the same calculus for <P. We have first for 
the commutator 

[<p, Qp./] = 6 (-)"'W~a [Sa, Qp./] + 6 (_)a[w~, QP.iJS_", 
'" a 

+6 (-)jW':j[T j , QP.i] + 6 (-)j[wJ, Qp./]L j • 
j j 

We introduce the commutators, explicitly, and then use 
the formula (III. 9) and get 

[<p, Qp./] = V2 6 c(1l1; QI + /l, - QI){W~.p. / S_a +S_a w~.p. /} 
a 

+ V2 6 c(111; i + j, - j){W~ i.jT _j 
j 

Finally we take the matrix elements of this last equa
tion in the basis where <P is diagonal and get 

(cp' - cp) (cp'w'S'T' IIQII cpwST) 

={S'(S' + 1) - S(S + 1) + 1"(1" + 1) - 1'(1' + I)} 

x (cp'w'S'T' IIWQII cpwST), (VI. 4) 

Observe that the matrix element, when diagonal in S 
and T, is necessarily diagonal in <P and n. Furthermore 
(VI, 1) gives w = 0 when S and/or T = O. This last result 
has been independently given in a recent paper by 
Quesne, j5 

Relation (VI, 2) can be given a new form if one ex
presses the matrix element of V Q

, 

1'(1'+1) 6 S(S+1)-Sj(Sj +0+4 
2 

(cp'w'ST IIQII cpjwjSjT) 

x (cpwST IIQII CPjWjS1T) +S(S + 1) 
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(VI. 5) 

U sing this result we can see that cp?o 0 if S = 0 (or l' = 0) 
and cp=O when S=T=O. 

(b) Second case 8 = (aT): Here the operators sand t 
are diagonal and we can write 

T(T+l) 6 (a'T'STIIQlla jTjS1T) 
°I T

j 5 t 

(VI. 6) 

S(S + 1) 6 (a'T'ST IIQII U1T1ST j) (aTST IIQII ai TtST j) 
0jTt Tl 

= TOT'!I 00 10" 

We immediately see that the eigenvalues a and Tare 
always positive, and a=O (T=O) when T=O (resp. S 
=0). 

Finally the commutators of sand t with the generator 
Qp./ lead to the pair of equations: 

(a' - a) (a'T'S'T' IIQII aTST) 

= 6 ,I3(2S t + 1) W(SS'l1; 1S t ) 

0tTt 5t 
X {';(;;;T"'(;-;;T""-'+-'I") (a'T'S'T' IIQII a1 T1S 1 1") 

x(a1TIS1T' IIVQII aTST) 

- ";T(T + 1) (a'T'S'T' II VQII aITISIT) 

x (ajTtSjT IIQII aTST)} (T' - T)(a'T'S'T' IIQII aTST) 

= 6 ";3(21'1 + 1) W(TT'l1; ITt) 
OjTj T j 

x {";S'(S' +T) (a'T'S'T' IIQII aITjS'T I) 

x(ajTIS'TIIIVOIl aTST) 

- (S(s + 1)(a'T'S'T'1i VOII ajTIST 1) (atTjST III QII aTST)}. 

(VI. 7) 

We emphasize the remarkable symmetry of the two 
labels a and T, which lengthens the same symmetry- of 
the quantum numbers (SM 5) and (T1'v1 T)' 

Using the results (VI. 3) and (VI. 5) we can obtain the 
eigenvalues of nand <P in the particular case when l' 
=p and any S, 

CPP5 =pIf2{(p + 1)2 + (p' + 1)2} 

+ p'(p' + 2)(p + 1)2 +S(S + l)(p + l)(p + 2), (VI. 8) 

wpS =plf(p' + l)(p + 1). 

We have found that in particular simple and nontrivial 
cases, the sets of equations given in Sec. V are suffi
cient to calculate completely the eigenvalues of wand cp 
(or a and T) and the matrix elements of Q. As an exam
ple, we have completely solved the case of the (320) IR 
with 8=(w,cp). NST is easily calculated with the aid of 
the formulas given in Sec, III, and we have also the non
trivial multipliCity values N t2 (320)=N 21(320)=3. In 
Tables I, II, and III, we give the calculated values of: 
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TABLE I. This table gives the values of 2:88, «320) 0 ST II Q II (320)0' S' 1")2 in the upper 
part. The rows are labeled by ST and the columns by S'T'. We give the value of the 
multiplicity N sT(320) between brackets when it exceeds one. In the lower two rows are 
given the values of 2:w~w2 and L,w~<P for every S'T'. 

S'T' 

ST 
32 3 I ,0 23 22 21 20 13 12 II 10 03 

3Z 0 Ii. 0 l 4 
44 

0 0 0 0 0 0 
3 5 15 

31 
40 

0 II 0 ~ 
9 9 9 

4 l 0 
9 

0 0 0 0 

10 0 II 
3 

0 0 0 II 
3 

0 0 0 0 0 0 

21 l 
5 

0 0 0 4 0 0 .Ii. il 0 0 0 
~\ 15 

2)U 
!H l.!l .£Il. 1- 247 ~ ~4 7 £l 0 0 0 0 
5 15 5 2 30 15 30 10 

3) 21 
308 28 ill 0 ill J.'L ~ 0 ill J..L i:! 0 
45 5 45 18 Z 9 30 10 15 

20 0 :!.'!. 0 0 0 ~ 
15 3 

0 0 0 
g 
5 

0 0 

13 0 0 0 iQ lQ 
y 9 

0 0 0 4 0 0 II 
9 

3) 12 0 0 0 
308 247 ill 0 ~ l.2. 12 0 ill 
45 18 30 ;; 2 10 45 

2) I I 0 0 0 0 12 l'i. i 0 TI .l2 i 0 
6 6 3 6 2 3 

10 0 0 0 0 0 
.J4 

3 
0 0 0 4 0 0 

0\ 0 0 0 0 0 0 0 if 12. 
3 3 

0 0 0 

02 0 0 0 0 0 0 0 .:!1 2l g 
0 0 

15 3 5 

01 0 0 0 0 0 0 0 0 ii 4 ~ 0 
3 ~ 

l 0 0 0 0 18 114 0 I 0 114 50 0 0 

i 24R 168 128 248 170 308 IOJ II (,8 \08 58 K 128 
~-

TABLE II. This table gives the values of 2: 88, «320)OST II v'lll (320)O'S'1")2. The rows 
are labeled by ST, the columns by S'T'. 

S'T' 

ST 32 3 I 30 23 22 21 20 13 12 II 10 03 

32 128 0 0 0 4 4 0 0 0 0 0 0 

31 0 ill 0 0 20 2i2. 0 0 0 0 0 0 
3 3 

30 0 0 0 0 0 64 0 0 0 0 0 0 

23 0 0 0 128 4 0 0 0 4 0 0 0 

2Z ~ 84 
0 .?Jl. 98 ill 0 I!.i ill :!l 0 0 

5 5 5 5 5 5 5 

21 .?Jl. 2ll 448 
0 ill 274 .?Jl. 0 78 ill M 0 

3 15 15 3 3 3 5 5 

20 0 0 0 0 0 28 0 0 0 60 0 0 

13 0 0 0 0 20 0 0 J...!I!. l!2 0 0 0 
3 3 

0 0 f.I!. J...g 
78 0 ill J2±- ill 0 

448 
12 0 

3 3 15 3 5 15 

02 

0 

0 

0 

0 

0 

0 

0 

l 
'J 

iL 
9 

i 
3 

0 

0 

0 

0 

0 

1()4 

02 

0 

0 

0 

0 

0 

0 

0 

0 

~ 
"\ 

II 0 0 0 
70 ill 0 JJl.!l. 0 ill 2 .!.QQ 0 .!.QQ 
3 3 3 3 j 3 

10 0 0 0 0 0 84 0 0 0 100 0 0 0 

01 0 0 0 0 0 0 0 0 64 (l 0 0 0 

02 0 0 0 0 0 0 0 0 28 60 0 0 0 

01 0 0 0 0 0 0 0 0 84 Ion 0 0 0 
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01 

0 

0 

0 

0 

0 

0 

0 

0 

ii 
15 

i 
3 

I2 
3 

0 

0 

0 

0 

8 

01 

u I 
0 

0 

0 

0 

0 

0 

0 

!U 
5 

100 

3 

0 

0 

0 

0 
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TABLE III. The rows are labeled by S T, the columns by S' T'. It gives the values of 
~9Ii' (320)e5T II Q II (320)0'5' T')«320)eSTIl u.Q II (320)0'5' T'). 

5'T' 

3Z 3 I 30 23 22 Z I ZO 11 12 II 
S1' 

l!!Q 56 ~ 32 0 0 - 52 0 0 0 0 
3 5 15 

HOO 
0 

640 
0 ~ 52 ~ 0 0 0 3\ q 9 

- q 9 

30 0 
640 

3 
0 0 0 m 

3 
0 0 0 0 

23 i2 0 0 0 52 0 0 .!!!Q 628 a 
5 I 15 

22 ill ~ 0 l.H 17 J2i!l. 0 - l!!. 1798 .!il 
5 

-
15 5 15 IS 15 5 

21 :Il.2..2. ill 896 
0 

1798 
197 

'>') 6 
0 

!!.Ql 476 

45 5 45 9 9 15 5 

20 0 ill 0 0 0 ill 0 0 0 ill 
15 3 5 

0 0 
800 lQ 0 0 0 52 0 13 0 

9 9 

12 0 0 0 
43% !.12!!. ~ 0 

364 
197 

476 
45 9 15 " ill ~2.2... 11- ill II 0 0 0 0 0 

3 J 3 3 

10 0 0 0 0 0 
628 

0 0 0 
3 

OJ 0 0 0 0 0 0 0 .!0~ I1..§.. 
3 , 

02 0 0 0 a 0 0 0 
39L ill 

15 3 

01 0 0 a 0 a a 0 0 ill 
3 

:0 «320) eST IIQII (320) 8'S'T'?, 
98' 

:0 «320) 8ST II vQ11 (320) 8'S'T ')2, 
9f!' 

:0 «320) 8ST IIQII (320) 8'S'T') 
911 

x «320) 8ST IIwQ l1 (320) 8'S'T'), 

respectively. Note the particular result (characteristic 
of the IR with p" = 0) 

:0 «320) 8ST IIQII (320)8'S'T') 
9f? 

x «320) 8ST II~II (320) 8'S'T') = O. 

Finally in Table IV we give the eigenvalues of the opera
tors n and <I> and the matrix elements 
«320)wipST IIQII (320)w'ip'S'T')2. Note that these matrix 
elements can be irrational, but ip is always rational. 

CONCLUDING REMARKS 

We want to point that we have been able to directly 
derive (that is without the medium of the Gel'fand basis) 
the eigenvalues of the operators n and <I> and all the 
semireduced matrix elements of Q, in the particular 
case, taken as an example of the [320] IR in which the 
multiplicity N ST, of the (ST) states of SU(2)0SU(2) ex
ceeds 2, and reaches 3 for (S = 1, T = 2) and (5 = 2, T 
= 1). Some of the eigenvalues of these operators are 
irrational numbers; but we have shown that the sums 
over the square of the semireduced matrix elements 
(ST I Q I S'T')2 ='iw (8STIIQII8'S'T')Z are rational num
bers. Moreover we have given a method which allows 
the same calculation for any (pp'p If) IR. 

Recently a work has been published by Quesne, 15 who 
has computed the eigenvalues of n and <I> for a number 
of IR. We are in exact agreement with the results of 
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5 

125 

100 

0 

176 
5 

100 

10 0, 02 01 

0 0 0 0 

0 0 0 0 

0 0 0 0 

0 (] 0 0 

0 0 0 0 

628 
15 

0 (] 0 

0 [) 0, 0 

0 
640 2i: a 

9 9 

a 896 ~ 628 
,l5 9 15 

lQQ 0 
n lQ.O 
3 3 ;l 

a 0 0 
ZOO 

I 

0 0 0 0 

0 0 0 0 

200 

3 
0 0 a l 

this author, if we make the following correspondence 
denoting the operators of Ref. 16 with a prime to avoid 
any possibility of confusion: 

Q~k=~QOd' 

c(jjj)=t:0 S"Q.".IT;, 
",i 

C(202) =t:0 (-)iVfV~ - t:0 (-)"'5"S-O/., 
I '" 

c<022> ==t:0 (- )"'V~V~", - t:0 (-)ITIT. j , 

'" i 

C(jj2)=_~:0 (-)"'+"+i+i c(111;0',-Il) 
""Ii 

<I> , = t<I> - t:0 (_)IT iT'1 - t:0 (-)"S",5.", 
j '" 

- ~:0 (- )01.+1 S"S-ooTIT.lo 
",l 

With the vectors V and W defined in Sec. III, we can 
easily build a set of SU(2)0SU(2) invariant operators, 
in the enveloping algebra of SU(4): 

:0 (-)"5" V:"' :0 (_)iTI V~, :0 (-)OI.W~S_OI.' 
a 1 a 

6 (-)lWiT.1> :0 (-)"V~V~OI.' :0 (-)IVrv.~, 
I " I 

:0(-)"'V~W~", :0(_)lVjW:1> :0 (-)"W~W~, 
0: i 0: 
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All of these operators are not independent [for example 
I",(- )"'5", V~", =I/(-)IT/ V:/). In her paper Quesne states 
that among all of these, only seven operators are inde
pendent, and form an integrity basis for the SU(2) 
0SU(2) scalars belonging to the enveloping algebra of 
SU(4). 

Using them we have written the pair of operators n 
and 1>, first introduced by N agel and Moshinsky, 9 and 
we have furthermore shown that another pair of opera
tors, which we have called s and t, allows the solution 
of the state labeling problem. 17 

lE.P. Wigner, Phys. Rev. 51, 106 (1937); E. Feenberg and 
E. P. Wigner, Rep. Prog. Phys. 8, 274 (1941). 

2L. C. Biedenharn, in "Group Theoretical Approach to Nuclear 
Spectroscopy," presented at the Theoretical Physics Institute, 
University of Colorado, Summer 1962; B. H. Flowers and 
S. Szikowski, Proc. Phys. Soc. 84, 193, 673 (1964). 

3K. T. Hecht and Sing Ching Pang, J. Math. Phys. 10, 1571 
(1969). 

4Recent references which quote the earlier literature exten
sively are J.D. Louck, Am. J. Phys. 38, 3 (1970); J.D. 
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Louck and L.C. Biedenharn, J. Math. Phys. 14, 1336 
(1973); J. Henrich, J. Math. Phys. 16, 2271 (1975). 

·5J. P. Draayer, J. Math. Phys. 11, 3225 (1970); K. Ahmed 
and R. T. Sharp, Ann. Phys. 71, 421 (1972). 

SM. Moshinsky and V. S. Devi, J. Math. Phys. 10, 455 
(1969);B.T. SharpandC.S. Lam, J. Math. Phys.10, 2033 
(1969); M. Brunet and M. Resnikoff, J. Math. Phys. 11, 
1471, 1474 (1970); J. Mickelsson, J. Math. Phys. 11, 2803 
(1970). 

7R. T. Sharp, J. Math. Phys. 16, 2050 (1975); B. R. Judd, 
W. Miller, Jr., J. Patera, and P. Winternitz, J. Math. 
Phys. 15, 1787 (1974). 

8A. Peccia and R. T. Sharp, J. Math. Phys. 17, 1313 (1976). 
SM. M~shinskyandJ.G. Nagel, Phys. Lett. 5,173 (1963). 

lOG. Racah, Rev. Mod. Phys. 21, 494 (1949). 
l1L.C. Biedenharn, J. Math. Phys. 4,436 (1963). 
12A. Partensky, J. Math. Phys. 13, 621 (1972). 
13A.M. Perelomov and V.S. Popov, Sov. J. Nucl. Phys. 2, 

528 (1966). 
14M. Kretzschmar, Z. Phys. 157, 558 (1960); J.P. Draayer, 

J. Math. Phys. 11, 3225 (1970). 
15M. E. Rose, Elementary Theory oj Angular Momentum 

(Wiley, New York, 1957). 
lSC. Quesne, J. Math. Phys. 17, 1452 (1976). 
17The same result has been independently proved recently by 

C. Quesne, J. Math. Phys. 18, 1210 (1977). 
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Poincare is a subgroup of Galilei in one space dimension 
more 

Emili Elizaldea) 

Departament de Fisica Teorica, Universitat de Barcelona, Diagonal 647, Barcelona-14. Spain. 

Through an imaginary change of coordinates, the ordinary Poincare algebra is shown to be a subalgebra 
of the Galilei one in four space dimensions. Through a subsequent contraction the remaining Lie 
generators are eliminated in a natural way. An application of these results to connect Galilean and 
relativistic field equations is discussed. 

1. INTRODUCTION 

Some papers have been issued1 which deal with the 
connection between the usual relativistic field equa
tions (those of Dirac, Bargmann and Wigner, Proca, 
Rarita and Schwinger, and Singh and Hagen)2 and the 
nonrelativistic ones (of Levy-Leblond and Hagen and 
Hurley). 3 In particular, for example, from the Dirac 
eqution one obtains that of Levy-Leblond3 for a spin-1 
particle, and subsequently the Schrodinger-pauli equa
tion, and starting with the Bargmann-Wigner equation 
for an arbitrary spin particle one obtains the 65 + 1 
Galilean invariant theory of Hagen and Hurley, 3 

These connections have been established by means of 
a general change of the coordinates of the Minkowski 
space, which has the property of showing up a Galilean 
(2 + I)-dimensional Lie subalgebra in the ordinary 
Poincare algebra. 4 The usual light-cone frame 2 and the 
nonorthogonal one of Bell and Ruegg5 are interesting 
particular cases of this general coordinate transforma
tion. Moreover, making use of a convenient parame
trization of this coordinate transformation a (2 + 1)
dimensional Poincare algebra can be reobtained from 
the Galilean subalgebra in a continuous way and for a 
particular value of the parameter. Thus the circle is 
closed, making possible, in particular, the calculation 
of higher-order terms of the Schrodinger-Pauli equa
tion derived before. 4 

It is the purpose of the present paper to go one step 
ahead of this program by studing in a more general 
manner the connection between the Galilei and Poincare 
algebras. It will be shown by means of a certain 
imaginary coordinate transformation of the (4 + 1)
dimensional space-time frame-which changes the 
fourth spatial and the time coordinates-that the 
ordinary Poincare algebra is a subalgebra of that of 
Galilei in four space dimensions. With a subsequent 
contraction of the Lie group, the rest of the generators 
will be consistently eliminated, and what will remain 
are exactly the commutation relations of the ordinary 
Poincare group. We think that this procedure will be 
of much use in the derivation of relativistic field 
equations for any spin start,ing from Galilean invariant 
ones, in a process inverse to the one which has been 
employed before. 1 Anyway, we are not going to develop 
these possibilities here, where we only concern our
selves with the mathematics of the problem. 

a) Address from October 1977: II. Institut fur Theoretische 
Physik der Universit1it Hamburg. 

Finally, we want to point out that the results of the 
present paper confirm the feeling 1

,4 that the loss of 
one space dimension in the light-cone frame-and 
in the Galilean equations thereby obtained-is not of 
much relevance. In other words, it has been conjec
tured1

,4 that the correct ordinary nonrelativistic 
expressions in three space dimensions would be obtained 
in the light-cone frame provided one started with the 
corresponding relativistic ones in one more space 
coordinate, Although in the contrary direction, this is 
also proved in this work. 

2. FROM THE GAll LEI TO THE POINCARE 
ALGEBRA 

Let x" == (XO, x\ x2
, x\ x4

) denote a point in a (4 + 1)
dimensional space-time frame, XO being the time 
coordinate, and let the coordinates of the same point in 
a new frame x" = (XC, Xl, ~, :x3

, y) be defined as 

xO=axo + flX4, 

(2.1) 

where a, b, e, and d are some constants, to be deter
mined in order that the commutation relations of the Lie 
algebra of the Galilei group in the old frame be trans
formed into those of the ordinary Poincare group in 
the new system, 

Before going on let us recall that the Galilei group 
G in 4 + 1 dimensions can be put into the form 6 

(2.2) 

where T!v) is the subgroup of the generators of 
Galilean boosts and T4 that of the tranlations in 4-space, 
As is usual, x means semidirect and C9 direct product. 

Now let 

xO=AXO + By, . d 
A=---, 

ad - fle 

-e 
C=---, 

ad - be 

-b 
B=---' 

ad - be 

D= __ a_ 
ad - be 

(2.3) 

be the inverse transformation of (2.1), and let l;, 11.; 

(i= 1,2,3) be the generators1 of the subgroup SO(4) 
of G, gr (r=1,2,3,4) those of the Galilean boosts, 
and d" (/1 = 0, 1, 2, 3, 4) the generators of the time
space translations. If we denote with a bar the 
corresponding generators in the new coordinate system, 
we have 
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li=lp di=dp gi=Agi -CAp 

do=Ado+Cd. (£=1,2,3). 
(2.4) 

As it has already been pointed out,·' B the choice of the 
new generators of boosts (which we call k i for a reason 
that will become obvious in a moment) is not so clear. 
In general, let us put ki=Ci.gi + 13 Ai (i=l, 2, 3), iIi 
being one of the possibilities, while the other two 
are ~i (Bjorken, Kogut, and Soper)B and MOi (quasi
light-cone frame)· where 111"v are the generators of 
SO(4) x T!v). 

The commutation relations of the generators of the 
Galilei group in 4 + 1 dimensions are the following. In 
the first place, for the rotation group SO(4) we have 

[Rr .• , Ruv] = i(orvRs. + o,.Rrv -or,}i .• v - o..vRru) 

(r,s,ll,v=l, 2, 3, 4) 

orputtingli=-~EijkRjk' \=R4i (i,j,k=I,2,3), the 
equivalent ones 

0 AJi1 - Cd1 Agz-C~ Ag3 -C~ 

-Ag1 + CAl 0 l3 -lz 

Mp.v= -Agz +CAz - l~ 0 Il 

-Ag3 +C~ lz -ll 0 

- (AD -BC)g4 Bg1 -D'\l Bgz -D~ Bg3 -D~ 

d" = (Ado + Cd., d u dz , d 3, Bdo +Dd .), 

and the possible choices for k i which we have mentioned 
above are the following: 

k i =lr; =AJii - C,\, 

k i =li = -Bgi +D\ 

(natural), 

(light-cone frame), (2.9) 

k i =MOi = - (agi + b\) (quasi-light-cone frame), 

It is easy to see that in the transformed frame, the 
commutation relations of the generators li' ki' d i 
(i=l, 2, 3), and h~do, are given by 

[lplj]=iEijkl k , [lpk,] =iEukkk' [Z/,dj]=iEjJkdk, 

[kpk j ] =i.,zEijkl k, [rli>d,] =[lph] =[dph]=O (2.10) 

[k p h] = i(.:xA - J3C)di , [ki> d j ] = i( 'Y 11 + J3hh + t,3d(4)o ij' 

These equalities constitute the Lie algebra of the ordin
ary Poincare group, provided we put 

Ci. = 0, 132 = - 1 , J3b = 1 , {3d = 0, CiA - {3C = 1 < (2. 11) 

or, equivalently, 

Ci=O, i3=±i, b=~i, d=O, C=±i. (2.12) 

The first choice of k i is consistent with these conditions 
when A = 0 and C = ± i, Band D remaining arbitrary. 
In this case ki=~i\ (i=l, 2, 3). Also the second choice 
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[Ii> Ij]=iEijkI k , 

[Ii> '\j]=Uijk'\k (i,j, l~ =1,2,3), 

[Ai' Aj] = uijkIk• 

Moreover, 

[\,gj]=iOijg., [Ap dj]=iOijd., [\, do]=O, 

(2.5) 

[\ ,g.] = - igp [\ ,d4] = - idp (2.6) 

[lpg.]=[lpd4]=0 (i,j=l, 2, 3). 

And finally, the Lie algebra of the ordinary Galilei 
group, 

[li,lj]=iE/jkl k , [Ipgj]=ifij~k' [li,dj]=iEijkdk 

[gi>gj] = [d p d j ] = [lp do] = [d p do] = 0, [gp rio] = idp (2.7) 

[gpdj]=iOijl1, [Ip 11]=[dp 11]=[gp 11]=[do, 11]=0 

in a true eleven-parameter group representation. 6 

In Eqs. (2.5)-(2.7) we have listed the whole set of 
commutation relations of our Galilei group in the 
original frame. After the coordinate transformation 
has been made, the new set of generators is given by 

(AD - BC)g4 

-Bg1 +D'\l 

-Bgz+D~ (2.8) 

-Bg3 +D'\3 

0 

is consistent, taking A = 0, B arbitrary, C = D = ± i, 
and l<i =± iA;. Finally, for the third choice we have 
a=d=O, b=±i, c arbitrary, andk;='Fi\. This is 
the one we are going to study in more detail. 4 

Summing up, through the change of coordinates 

Xi = Xi (i = 1, 2, 3) Xi = xi, (2.13) 

~ =cxo (c arbitrary) X4 = 'Fi7, 

the commutation relations for the transformed 
generators li' ki' d i (i= 1,2,3), and h, are those of the 
ordinary Poincare algebra. The rest of the transformed 
generators are easily seen to be given by 

\=-(I/c)gi' 1[4= (i/C)g4' d4=(I/c)rlo 

and their commutation relations by 

[:'i:/>,\,]=O, [li,Aj]=iEijkAk' P:i'k j ]=-iOijJi4' 

[Ai>g.] = 0, P:i> rIjJ = - (i/C)Oij 11, C\ ,h]= 0, 

[Ai> (~] = - (i/ C )di> 

(2.14) 

(2.15) 

[lpff4]=O, [ki>g.]=iAp ~,di]=O, [g4,h]= (i/c) 11 , 

[g4' (~] = (i/cZ)h, [Zp (~] = [kp~] = [d i , d:;] = [11, (1:] = o. 
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Notice that when c - 00 d4 becomes a neutral element 
of the transformed Lie algebra. On the other hand, as 
the value of c is arbitrary we can make it go to infinity 
and, then, the only commutation relations of (2.15) 
which remain different from zero are the following: 

[li' XJ] = ifiJkXk' P;:pk j ] = - ioiJi4' [k p g4] == iA i • (2.16) 

At the same time, observe that in (2.14) we also can 
make c as large as we like and, in this way, the 
generators Xi' Jr4 , and (~ become negligible. 

3. CONCLUSIONS 

Starting with the Galilei group in four space/one time 
dimensions and making the imaginary change of 
coordinates given by (2.13), we have seen that the 
commutation relations satisfied by the generators 
transformed of li' gp d i (i= 1,2,3), and do are 
exactly those of the ordinary Poincare algebra in the 
Minkowski space. That the transformation must be 
imaginary is clear if we notice that the Euclidean matrix 
b"v must be converted into the Lorentz's g I'v' Moreover, 
the transformed of the other five generators can be 
made as little as we like without affecting in the least 
the commutation relations which define the Poincare 
algebra. Therefore, the transformation which has 
been carried out here can be defined as an imaginary 
change of coordinates followed by a contraction of 
the resulting Lie algebra with respect to the sub
algebra of the generators (2.10) which satisfy the 
Poincare relations. 

Following a procedure parallel to the one developed 
elsewhere, 1,4 we presume that this result may be of 
much use in relating Galilean field equations with 
relativistic invariant ones and, particularly, to obtain 
the latter from the former, in just the reciprocal way to 
the one employed till now. The contraction of one space 
dimension which takes place in the light-cone frame, 1,8 

i. e., the ordinary relativistic equations in the Minkow
ski space give rise in this frame to Galilean invariant 
ones in 2 + 1 dimensions, also occurs here. In order to 
prove that this contraction does not depend on the 

528 J. Math. Phys., Vol. 19, No.2, February 1978 

particular number 3 + I of dimensions of the Minkowski 
space, we have started here with a (4 + I)-dimensional 
Galilei algebra. As expected, the spatial contraction has 
carried us to a (3 + I)-dimensional Poincare world. 
Extrapolating this procedure to an arbitrary number n 
of space dimensions, it is plausible to believe that the 
method develped here would transform a (II + I)-dimen
sional Galilei algebra into a [(11 - I) + I)-dimensional 
Poincare one while, at the same time, it looks appealing 
to think that the light-cone frame procedure would lead 
from a (11 + I)-dimensional Poincare algebra to a Galilei 
one in (11 - 1) + I dimensions. Naturally this will have its 
parallel counterpart at the level of the wave equations, 
which always appear in the number of space -time 
dimensions of the corresponding Lie group, 

Let us finish by saying that the ultimate purpose of 
this paper has been to find new and deeper connections 
between the mathematical structure of relativistic and 
Galilean Lie groups, connections which we hope will be 
useful in order to throw some light into the rather 
complicated world of their corresponding field equations 
for different spin particles. 

lE. Elizalde and J. Gomis, Nuovo Cimento A 35, 336, 347, 
:367 (1976). 
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C.R. Hagen and W. J. Hurley, Phys. Rev. Lett. 24, 1381 
(1970); C.R. Hagen, Comm. Math. Phys. 18,97 (1970); 
W. J. Hurley, Phys. Rev. D 3, 2339 (1971). 

4E • Elizalde and J. Gomis, Nuel. Phys. B 122, 535 (1977). 
5J. S. Bell and H. Ruegg, Nuel. Phys. B 93, 12 (1976). 
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SUs x SUi scalars in E7 irreps 
B. G. Wybourne 

Physics Department, University of Canterbury, Christchurch, New Zealand 
(Received 18 April 1977) 

The branching rules for E7---->SU6 X SUJ have been determined for all irreps of E7 of dimension < 52000. 
Among these irreps only those of dimension 0, 1463, 1539, 7371, and 8645 contain an SU6 X SUJ scalar. 
The Kronecker square and cube of the 133-dimensional adjoint irrep of E7 are resolved, and the number 
of symmetric second and third order operators that transform as scalars under SU6 X SU; determined. 

(1) We have recently used the theory of Schur functions 
(8 functions I

) to greatly simplify the calculation of 
Kronecker products and branching rules for the irreps 
of the five exceptional Lie groups. 2 

irreps once and not at all in the remaining irreps listed 
in Table 1. The branching rules for (2 512

) and (2 6
) are 

known. 2,3,7 We also obtain 
A systematic labeling scheme for the irreps of the 

exceptional groups, based on the maximal weights of 
their maximal subgroups, has been established. The 
relationship of our labels (A) to the customary Dynkin 
labels3 are given for a number of relevant irreps of E7 
in Table I. 

Most algorithms for calculating the properties of the 
exceptional groups make use of projection onto the one
dimensional weight subspaces of the representations 
and as a consequence are unable to treat the properties 
of high dimensional irreps efficiently. Our techniques 
basically involve projection onto the irreps of the 
largest maximal subgroup followed by use of Schur func
tions (effectively Young tableaux) to systematically 
compute Kronecker products and branching rules for the 
exceptional groups and various relevant subgroups. In 
this way it has been possible to handle irreps even of 
dimension greater than 30000000 by simple hand cal
culation. In the particular case of E7 the branching rules 
for E 7 - SUfiXSU~ were derived for all irreps of dimen
sion less than 52 000. 

The group structure E7 ~SU6XSU~ where SU~ is the 
quark color group and SU6 the quark flavor group has 
been proposed3

-
7 as a spontaneously broken gauge 

underlying a unified field theory of strong electromag
netic and weak interactions. The elementary fermions 
are ascribed to the (16) irrep which decomposes under 
E7 - SU6 XSU~ as8

-
IO 

(1 6
) - {1 5 }{1 2 }c + {l}{l}c + {13}{0}c. 

The adjoint irrep (21 6
) decomposes as 

(21 6
) - {0}{21}C + {12}{12}c + {1 4}{lY + {214}{W. 

Ramond6
,7 has looked for irreps of E7 that do not 

couple to the fermion mass matrix and which are capa
ble of providing the vector bosons with their required 
Goldstone companions. Irreps of E7 that can be asso
ciated with vacuum expectation values that preserve 
flavor and color must contain an SU6XSU~ singlee (i. e., 
the {oHo}c irrep). 

Using the techniques outlined earlier1 ,2 it is a simple 
task to identify the irreps of E7 that contain a SU6 x SU~ 
singlet. For the irreps appearing in Table I the singlet 
state occurs only in the 

(3225) - {n{32}c + {1 4}{31}C + {0}{32}< + {0}{3}c 

+ ({2212} + 2{214} + {0}){21}c + ({212} + {14}) {22}C 

+ ({2 3n + {12}){2}C 

+ ({3213} + {24} + {2312} + {2} + 2{1 2
}) W}c 

+ ({3231} + {22} + {212} + {2 5
} + 2{ I·} ){l}c 

+ ({3 223} + {31 3
} + {21 4

] + {2 2 F} + {Oil {ol c, 

(42 6
) - {0}{42 Y + {12}{32}< + {1 4}{31 Y 

+ ({2 212}+ {21 4 }+ {0}){21 Y 
+ ({2 2 ] + {14}) {22}c+ ({24} + {12}) {2}c 

+ ({321 3}+{2312}+{n){12}c 

+ ({3231} + {2t12} + {14}){1}c 

+ ({424}+ {2 212}+ {214}+ {Oil {o}c, 

TABLE I. Irreps of E7• 

(A) Dynkin label 

(0) (0000000) 

(1 6) (0000010) 

(21 6) (1000000) 

(2512) (0000100) 

(2 6) (0000020) 

(27) (0000001) 

(3251) (1000010) 

(3225) (0100000) 

(3423) (0001000) 

(3521) (OOOOno) 

(36) (0000030) 

(362) (0000011) 

(42 6) (2000000) 

(43422) (1000100) 

(4334) (0010000) 

(462) (0000011) 

(5435) (1100000) 

(63 6) (3000000) 

DCA) 

1 

56 

133 

1539 

1463 

912 

6480 

8645 

27664 

51072 

24320 

40755 

7371 

152152 

365750 

885248 

573440 

23'l602 
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The identification of the SU6 x SU~ singlets in E7 irreps 
is also important in the construction of operators that 
break E7 while preserving SU6 XSU~ symmetry. The 
generators of E7 belong to the adjoint irrep (21 6

). The 
Kronecker squares and cubes of the adjoint irrep may 
be readily evaluated to give 

(216):59 {2}= (42 6
) + (2 512) + (0), 

(216)0 {1 2f = (3 225) + (21 6
), 

(21 0 ) :59 {3} = (63 6
) + (43 4 22) + (3 225) + (26 ) + (21 6

), 

(216):59 {21}= (543 5 ) + (43 422) + (462) + (3 62) 

+ (3 225) + (2 5 12
) + 2(21 6), 

(216):59 {1 3
} = (4 3 34

) + (42 6
) + (3 2 25) + (2 5 12

) + (0). 

These results show that there is just one second-order 
symmetric E7 scalar operator (the usual second-order 
Casimir invariant9

) and no third-order symmetric E7 

scalar. There are two symmetric second-order E7 
symmetry breaking SU6 XSU~ scalars transforming under 
E7 as (42 6

) and (2 5 12
) respectively while there are four 

symmetric third-order E7 symmetry breaking SU6 XSU3 

scalars transforming as (636), (43 422
), (3 225

), and 
(2 5 12

), respectively. There is no difficulty in determin
ing the number of SuexSUf scalars appearing in higher 
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dimensional irreps of E7 or determining the relevant 
branching rules. 

1 B. C. Wybourne, Symmetry Principles in Atomic Spectros
COj'Y (\Viley-Interscience, New York, 1970). 

2B.G. Wybourne and M.J. Bowick, Austr. J. Phys. 30, 259 
(1977) • 

3J. Patera and D. Sankoff, Table of Branching Rules for 
Representations of Simple Lie Algebras (Les press de 
l'Universite de Montreal, Canada, 1973). See also W. 
McKay, J. Patera, and R.T. Sharp, J. Math. Phys. 17, 
1371 (1976) and J. Patera, R. T. Sharp, and p. Winternitz, 
ihid. 17, 1972 (1976). 
4r. Giirsey, p. Ramond, and p. Sikivie, Phys. Rev. D 12, 
2166 (1975). 

sF. Cursey and P. Sikivie, Phys. Rev. Lett. 36, 775 (1976). 
GP. Ramond, NucL Phys. B 110, 214 (1976). 
1p. Ramond, California Institute of Technology Report "Is 
there an exceptional group in your future?," CALT-68-579 
(1976), 

aWe use ordered partitions1,9 of n-1 lntegersfj to label the 
irreps of SUn where the fi are related to the corresponding 
Dynkin integers ai by fi ~ 6j:la j • 

BB. G. Wybourne, Classical Groups f07' PhYSicists (Wiley
Interscience, New York, 1974). 

lOThose wishing to see these results in terms of dimensions 
may easily translate them by using Tables A-2 and A-5 of 
Ref. 1. 
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Poisson's formulas for wave propagation in a superfluid 
J. C. Murray 

Department of Aeronautics & Astronautics. University of Southampton. Southampton S09 5NH. England 
(Received 28 February 1977) 

The general solution of the initial-value problem for wave propagation in a superfluid is established. A 
uniqueness theorem is also proved for the associated initial-boundary value problem. 

1. INTRODUCTION 

The solution of the initial-value problem for the 
wave equation due to Poisson is a classical result in the 
literature. In the context of the acoustic problem for an 
inviscid gas the formula provides the solution for each 
of the thermodynamic variables in terms of the initial 
values of the variable and its time derivative. At low 
temperatures however, when the gas exhibits super
fluidity properties, the wave equation is inadequate in 
describing the acoustic phenomenon and it becomes 
necessary to use two coupled equations for the thermo
dynamic variables, 

It appears from the literature that Poisson type for
mulas for transient wave motion in a superfluid have 
not been obtained and it is the purpose of this note to 
establish these. The two- and three-dimensional cases 
are studied and extensions of the resulting formulas are 
used to derive a uniqueness theorem for the associated 
initial-boundary value problem, 

2. THE INITIAL-VALUE PROBLEM 

In the Euclidean space R3 the propagation of sound in 
a superfluid is governed by the equations1 

(J2p (J2T 
Q a? - t:.p - Y aF =0, 

and 
(J2T 02p 

{3 W - t:.T - flW =0, (2.2) 

where p and T represent the small changes in pressure 
and temperature from their constant equilibrium values, 
The positive coefficients Q, {3, Y, {J. denote the constants 

pn. (~) 
- Ps.s; oP. T: 

where Pne + Pse = Pe and Pn., Ps., s., T.,P. represent the 
equilibrium values of normal denSity, superfluid den
sity, entropy, temperature, and pressure, The dis
turbance variables p and T are functions of position 
r[= (x, y, z)] and time t and t:. is the three-dimensional 
Laplacian operator, 

To complete the formulation of the initial-value 
problem we impose the following initial conditions on 
p and T: 

(2,3) 

(2,4) 

Throughout the analysis which follows we will assume 
that p, T, Pi-U T._u i=1,2 are sufficiently well be
haved functions of rand t to justify the mathematical 
operations employed. 

3. GREEN'S MATRIX 

To solve the initial-value problem we introduce a 
Green's function G which is a two by two matrix 
{Gi/r, r'; t)} defined by 

AG=o(!:-::)o(t)1, (3.1) 

1 is the unit matrix, and 0 represents the Dirac delta 
function. The initial conditions imposed on the ele
ments Glj of G are 

G ij(!:, ?:,; 0) 

To solve for the functions G ij we transform to the 
polar coordinate system centered at r' and seek solu
tions of the form G i/R, t) where R = C:;' - r' I. Using a 
Laplace transform we set Gij = J; e-stcijdt so that the 
transformed equation (3.1) has the form 

(

O'S2 _ t:., _ ')IS2) - oCR) 
{G j .}=..,....---.,..1 

2 2 3 41TR·' - flS, {3s - t:. 

where (see Ref. 2) 

t:. - _ 1 0 ( 2 OG.) G(l), G(~) 
Gij - Ji2 oR R oR'l + 7 6(R) + 7 o(R), 

C!~) = lim (R2 OCii ) and G~l) = lim (R 2C
j 

.). 
IJ R-O oR 13 R-O J 

If {Gil} is a solution of (3,3) we must have 

(

210/ 2 0\ 2) O'S - R2 oR \R oR)' -')IS _ 

{G jj}= 0, 

2 2
10 / 2 0 ) 

- {J.S, {3s - Ji2 oR \R oR 

together with 

G-(l) - 0 
Ij - , i=1,2, j=1,2, 

(3.3) 

(3.4) 

(3.5) 

where Ojl is the Kronecker delta symbol. Solutions to 
(3.4) of the form Gli = hije-AR/ R which remain bounded 
at infinity can be obtained, provided ~ satisfies 
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I 

QI S2 - ;\ 2, - TS
2

1 = 0 
_ IJ. S2, (3S2 _ ;\2 

(3.6) 

or 

(3.7) 

The solutions of this quadratic for (s/;\)2 are given byl 
uL and u~ (Ul > U2), where Ui, i = 1,2 are the two velo
cities of sound propagation in a superfluid. The general 
solution of (3.4) can then be written in the form 

- e-sR / Ul e-sR / U2 G =h (1) ___ +h(2) __ _ 
Ii Ii R ii R (3.8) 

with 

(~u~k)-l)h\J)=yu~k)h~J>' k=1,2, j=1,2, (3.9) 

The constants h~') can be determined such that condi
tions (3.5) and Eqs. (3.9) are satisfied, and by invert
ing (3.8) we obtain 

4. SOLUTION OF THE INITIAL-VALUE PROBLEM 

The convolution of two scalar-valued functions 
fi':.. f) and g(!:, t) is defined in the usual manner by 

(3.10) 

(3.11) 

f *g(!:, t) = lot f(!:, T)g(!:, t - T) dT, (4.1) 

For two vector-valued functions ~(~, t) and !!.(~, t) we 
define 

~* • !!.(!:, f) = a:bx(~' t) + a:b/!, t) + a:bz(~' f). (4.2) 

The algebraic properties of the convolution are well 
known and need not be stated here. For the purposes 
of our analysis we will need the following relations: 

6 (t)*f(!:, t) = f(!, I), (4.3a) 

02fC!, t) of 
f* ot2 == f(~, t) - tat (~, 0) - f<!, 0), (4.3b) 

(4,3c) 

Equations (2.1)-(2,2) may be written in the form 

AF= (:). (4,4) 

where F= (~), Also, if Gl and G2 represent the column 
vectors of the Green's matrix and eu e2 the unit ortho
gonal vectors (~) and en, then 

AGi=6(~-~')6(t)ei' i=1,2, (4,5) 

Using (4, 3a) together with (4,4) and (4,5) we can write 

lJ.(t*(AG1)*' (pel) - f*(AF)*, (GUel» 
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(4.6) 

and 

(4.7) 

By adding (4.6) and (4.7) and integrating the result over 
the interior of a large sphere with radius L (» u, t) 
centered at r' we find, with the aid of (3.2) and (4.3b) 

/It*p('!.', t) 

= IJ.f* 1 (GilAP - p*AGll ) dV +yt* 1 (G~lAT - T*AG2l ) dV 

+ IJ. 1 (Po+ tPl)*(~Gl1 - yG2l ) dV 

(4,8) 

The first two volume integrals in (4.8) can be trans
formed into surface integrals over the surface of the 
sphere by using Green's formula, These surface inte
grals vanish since G iJ; i = 1, 2, j = 1,2 and their de
rivatives vanish for L» Utt. As L - 0() the remaining 
volume integrals in (4.8) can be evaluated by using the 
polar coordinate system centered at r' and the funda
mental property of the delta function:-By differentiating 
the result twice with respect to f we obtain, with the 
aid of (3.10), (4.3c), and (4, 3d), 

p(r',t)=4 (/ 2) 
- 1T ul - u2 

2 

X 6 (- l)i-j«u~ - CY(U1U2)2)p(i) 
i:1 

where 

p(i)= :t (t f Po(R=Uit)dfJ ) 

+t !Pl(R=UiL)dfJ, i=1,2, 

and 

+t !Tl (R=lIitldfJ, i=1,2, 

(4.10) 

(4,11) 

with dfJ denoting the element of solid angle, In a simi
lar manner, by adding the equations 

y(t*(AG 2 )*' (Te 2 ) - t*(AF)* , (Gzze» 

=yt*T('!., t)6('!.- '!.'), (4,12) 

and 

IJ. (t*(AG 2 )* • (pe) - t*(AF)* • (G12 el » = 0, (4,13) 

and integrating the result over R3 we obtain 

1 2 
T(r't) = 2 2 l:: (- l)i-l«u~ - {3(UjU2)2)TW 

- 41T(Ut - U2) ;.1 

+ /J(UtU2)2p(i». (4.14) 

Each of the functions p(r', t) and T(r', t) is determined 
uniquely from (4.9) and (4~ 14) in terms ofthe initial 
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values of P, T, aplat, and aTlat on two spheres of radii 
U1i and u2t centered at !'. The solutions obtained are 
a superposition of the two types of sound wave which 
occur in a superfluid. If the initial disturbances vanish 
everywhere in R3 except in a finite region B then, for 
rEB u a Band D", sUPrEB I r - r I the subsequent dis
turbances at r' due to the first sound wave occur during 
the time interval (0, Dlu1) and cease thereafter. Simi
larly the disturbances at r' due to the second sound 
wave occur only during the interval (0, Dlu2)' Also 
during the interval (0, D/U1) disturbances due to both 
types of sound waves occur at r. If r' k B U aB and 
d'" infrEB I! - !' I, then the disturbances at !' due to 
the first and second sound waves occur only during the 
time intervals (d/UbD/u1) and (d/uhDlu2)' respec
tively, and during the interval (d/U2,D/U1) the distur
bances due to both types of sound waves occur at r. 

In concluding this section we note that formulas 
(4.9) and (4.14) are consistent with the classical result 
due to Poisson in the limit Ps. =0. Using (3.7) and the 
thermodynamic relations it can readily be shown that 
when ps. = 0 the quantities uL uL J3uL Ilu~ assume the 
values 0, c2

, 1 and - (as/ap.h/(aS/aT.)p. respectively 
where c2 = (ap/as.)s._ Also p(2) and T(2) reduce to Po 
+tpl and To+tTl so that (4.9) and (4.14) have the form 

p(!', t) = ~7T (a~ (t f Po(R = ct) dn) 

+t jPl(R=ct)dn ) (4.15) 

and 

(~) (T(!',t)-To-tTl) 
aT. p 

• 
= - (~) T. (p('t, t) - Po - tPl)' (4.16) 

Equation (4.15) is Poisson's equation and (4.16) is con
sistent with the isentropic motion of a gas for which 

(~\, T(!'t) + (~) T" p(!'t) 

and its time derivative vanish initiaUy and throughout 
the subsequent motion. 

5. THE TWO·DIMENSIONAL CASE 

In the two-dimensional case it can be shown that 
Gij=hii!!Ji?tR) with limR _ o(RaGiJaR)=-oiJ27T and 
lim R_o(RQij) = 0, where Ko is the mOdified Bessel func
tion and R2 = (x' - X)2 + (y' _ y)2. The constants hij are 
found as before and after an inversion we obtain the 
Green's matrix in the form 

G= 1 t( 1)i-l ujH(uji-R) 
21T(U~ - u~) 1=1 - (U~t2_IP)1/2 Ai' 

(5.1) 

where H is the Heaviside function. 

The solutions for P and T may be written 

pC!', t)= 2 (21 2) 
1T u1 - u2 

2 

x 2::(- 1)i-1(u~ - ~(U1U2)2)p(i) 
i=l 

(5.2) 
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and 

2 

X 2:: (_ 1)i-1«u~ - J3(U1U2)2)T(i) 
1=1 

(5.3) 

where 

(5.4) 

and 

with D;, i = 1,2 denoting the interior of the circles of 
radii u;t, i = 1, 2, centered at !.'. 

In this case if the initial disturban~s vanish every
wher~ in!!:2 except in a finite region B, then, for 
r' E B U aB, the subsequent disturbances at r' due to 
both types of sound waves occur during the time interval 
(0,00). In contrast to the three-dimensional case there 
is no finite time at which the disturbances due to the 
sound waves cease. Again, if r' iB u oB and 
It= infx YEBR, then the disturbances at r due to the first 
~nd se~ond sound waves begin at the times dlu1 and 
d/U2 respectively and persist thereafter. 

As in the three-dimensional case it can be shown that 
formulas (5.2) and (5.3) are consistent with the classi
cal solution in the limit Ps. = O. For brevity we will omit 
the details. 

6. A UNIQUENESS THEOREM 

In Ref. 3 a uniqueness theorem was derived for the 
initial-boundary value problem associated with the 
classical wave equation which was valid both for 
bounded and unbounded regions. A uniqueness proof was 
also given in Ref. 4 for the analogous problem asso
ciated with superfluid acoustics. However this latter 
proof was valid only for bounded regions. It is our 
purpose here to show that the uniqueness proof can be 
established for infinite regions by using an extension of 
the Poisson formulas derived above. 

The solution of the initial-boundary problem will be 
unique if P'" T '" 0 is the solution of the initial-boundary 
value problem consisting of Eqs. (2.1)-(2.2) together 
with the initial conditions 

ap aT 
per, 0) = T(r, 0) = ~ 0::., 0) = ~ (r, 0), - - ut ut -

(6,1) 

and the boundary conditions 
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(6.3) 

(6.4) 

(6.5) 

where S;, i == 1,2 are bounded closed surfaces in R3 
with an inward normal denoted by II and 1~(!J, l~)? O. 

By integrating the sum of (4.6) and (4.7) throughout 
the region exterior to Sl and S2 and interior to a large 
sphere centered at r' and differentiating the result 
twice with respect to time we obtain, by virtue of 
(4. 3d) and (6.1), 

p(~, t) == f (Gt/1P - p*D:..Gll ) dV 

+ ~ f (Gt1D:..T - T*D:..G 21 ) dV. (6.6) 

Using Green's formula we transform the volume inte
grals in (6.6) into surface integrals over Si' i = 1, 2 and 
the surface S of the sphere. If inf!EsusjUS

2
12:- 2:'1 

»Zljt, then the surface integrals vanish since 
G;j; i=1,2, j=1,2 and their derivatives vanish. There
fore, p(r't)=O when Ir'l is sufficiently large. By using 
Eqs. (4:12) and (4, 13r we can show in a similar manner 
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that T(r', t) = 0 when I r' I is sufficiently large, This 
ensures the existence of the volume integrals in the 
following positive definite energy function E(t), where 

E(t) =~ f ((3(J.l ("'Vp) , (\1p) +y(\1T)· (\1T) +y (J.l ~: 

OT)2 (a p)2) - f3 at + fl (O! (3 - Y J.l) at dV 

+ ~ 1 (3(J.lkp2 +YlT2) da, t~ 0, (6.7) 
51 

and \1 denotes the gradient operator in R3. 

By differentiating (6,7) with respect to t we obtain, 
using the divergence theorem together with Eqs, (2,1), 
(2.2), and (6.2)-(6.5), dE!dt=O, Since E(O)=O, then 
E(t) = 0, t ~ 0 and uniqueness follows, Uniqueness can 
be established for the two-dimensional problem in a 
similar manner. 

lL.D. Landau and E.M. Lifshitz, Fluid Mechanics 
(Pergamon, New York, 1959). 

2B, Friedman, Principles and Techniques of Applid Mathema-
tics (Wiley, New York, 1956). 

3Ll, G. Chambers, "Some Properties of Solutions of Initial 
Value Problems Associated with the Wave Equation," Q. 
Appl, Math, 28, :;91-8 (1970). 

'IJ. C, Murray, "A Uniqueness Theorem Associated with 
Superfluid Acoustics," Phys. Lett. A 53,191-2 (1975). 
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An algebraically special subclass of vacuum metrics 
admitting a Killing motional 

L. G. Zenkb) and A. Dasc) 

Department of Mathematics, Simon Fraser University, Burnaby, B. c., V5A IS6, Canada 
(Received 25 October 1976) 

The subclass of vacuum metrics with a Killing vector field (which may be either timelike or spacelike), 
having two of the nonzero eigenvalues of the Ricci subtensor equal, is investigated. Invariant methods are 
used. A special triad is chosen for the associated space V3 which gives rise to a special tetrad for the 
space-time V •• and this choice simplifies the expressions for the Weyl tensor and Newman-Penrose 
coefficients for V •. This subclass of vacuum metric reduces to two cases depending on whether or not the 
complex dilatation vanishes. In the first case the metric reduces to an example of plane-fronted waves. In 
the second case the problem reduces to a difficult pair of partial differential equations which has not been 
solved in the fullest generality. However, it has been shown that this case includes Robinson-Trautman 
metrics, Held-Robinson metrics. and some additional new Petrov type-III metrics with twisting rays. 

1. INTRODUCTION 

A stationary vacuum metric gives rise to an 
associated space V3 • The eigenvalues of the Ricci 
subtensor of V3 satisfy the weak inequalityl A2 ':; A3 ':; A1 

= D. The case A1 = ~ corresponds to either static V4 or 
the Papapetrou-Ehlers class of stationary V4 • It is 
a reasonable question to ask now what metrics 
correspond to the case A2 = A3 • To include possibly more 
solutions in this class, the Killing vector in V4 is 
allowed to be either timelike or spacelike. 

In Sec. 2 the necessary facts in space-time admitting 
a Killing field are reviewed. We write down the vacuum 
equations in complex invariant form, generalizing the 
form of Das. 2 Although these equations are similar to 
those of Perjes, 3 a different choice of frame for V4 

leads to formulas connecting the structure of V3 and V4 

which are simplified over those of Perjes. 

Section 3 describes in detail the derivation of the 
class of spaces defined by the equality of the two non
zero eigenvalues of the Ricci subtensor. This algebraic 
subclass falls into two cases according as the complex 
dilation is zero or not. The first case can be completely 
solved and the metric is transformable to the stationary 
pp-waves. 4 The remaining case can be reduced to the 
formidable pair of partial differential equations: 

W ... =_(z+z)eW
, 

T,E'i = - (z + z)(eW)T, 

where z is a complex coordinate. In fact, this particular 
algebraic specialization carries over to the V4 , with 
the result that our solutions are of Petrov types Nand 
III. Included in the class are the stationary Robinson
Trautman metrics 5 of type III, and a new class of type 
III metrics with rotating rays independently discovered 
by Held. Ii, 7 Moreover, we give some new solutions, and 
provide further insight into the reduced equations. 

alThis work is based on a thesis submitted by this author in 
partial fulfillment of the M. Sc. degree at Simon Fraser Uni
verSity, September, 1975. 

blpresent address: 1645 East 50th Street, Chicago, Illinois 
60615. 

C>Supported by NRC Grant 3993. 

In our formulation the only explicitly known examples 
of these metrics are nonstationary, posseSSing an 
everywhere space like Killing vector field. The new 
metrics are not asymptotically flat, and contain wire 
singularities. The general solution of the pair of partial 
differential equations still remains an open problem. 

2. NOTATIONS AND FIELD EQUATIONS 

The space-time manifold V4 is chosen to have 
signature 2. A Killing vector is assumed to exist in 
V4 and that gives rise to an associated space V3 • The 
indices i, j, k,'" ,1\;1, N, P,"" range from 1 to 4, 
while G, 8, Y, '" ,A, B, C, "' range from 1 to 3; often 
the indices 2, 3 are replaced by 0, b the complex 
conjugated indices. The orthonormal ennuples are 
denoted by Alii in V4 and AA" in T'3' Fixed coordinate 
indices are written which symbolizes the coordinates, 
thus 9 we have At, 1\2 Z as some of the components of 
AMi. The summation convention is followed on capital 
indices as well as on lower case indices. A comma 
denotes a partial or invariant derivative whereas a 
vertical bar denotes covariant differentiation in V3 
either with respect to the coordinates or with respect to 
the triad. The definitions of Ricci rotation coefficients 
such as yA BC = AA "leAB "A/ in V" and Riemann and Ricci 
invariants are those of Eisenhart. 8 The definition of the 
covariant derivative of an invariant TA with respect to 
the triad is 

TAIB = TA,B + yC AB Tc 

= TodeAA"ABe. (2.1a) 

Antisymmetrization is indicated by T[wJ '" ~(T "e - Tea). 

In coordinates adapted to the Killing motion the 
metric form of V4 is written as 

(2.1b) 

The metric form q; =gae(x)dx"dxiJ defines the associated 
V3 • According as the Killing vector field is timelike 
or spacelike, the function f (x) is positive- or negative
valued, V3 has signature 3 or - 1 and the indicator 
c= + 1, or - 1. 

The following definition sets up a natural correspon
dence between orthonormal frames of the V3 and V4 : 
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A(4)i = (Cft"/ 204
i , 

J\Ai = (Cf)1/2[AA i - aA 04i ], 

where AA 4", 0, aA"'a"AA'" 

(2.2) 

Defining 1>" '" cf2TJ"ftr a[~,y I' where TJ"ftr =..reg €"ftr, the 
field equations show that 1>" = 1>,,,, where 1> is a scalar 
function called the twist potential. 

If a complex potential F is defined by F '" f - i1>, the 
vacuum equations reduce to 

I -2 - -
RAB + 4:(ReF) (F,AF,B + F,AF,B) = 0, (2.3) 
gAB (F,AB +yCABF,c - (ReF)-lF,AF,B]=O, 

where RAB denotes the the triad components of the Ricci 
subtensor and a possible choice of gAB is given in (2.4). 
One can now write down a complex version of the field 
equations, derived either from spinorial considerations3 

or the geometrical optics in V3 • The complex triad 
vectors are chosen to be A(O)'" A(i))", A(1)", where 
A(O)" '" (2t" /2 (A(2)" + iA(3)")' and g "aA(l)" A(1 / = 1. Triad 
indices are therefore raised and lowered by the funda
mental form 

(2.4) 

The complex Ricci rotation coefficients are denoted 
as follows: 

QI '" 1'101 '" A(1)'a"A(o)"A(1/' (2.5) 

{3'" YlOO'y '" Y 10o, 0'" YOOll ('" YOOO' 

I a I, I pi, and Y have the significance of the first 
curvature, shearing, and complex dilatation of the 
Ao >''' -tangent curves, respectively. 

With these notations, the field equations (2. 3) take the 
following form: 

QI,o - (3,1 = Ql2 + c{3(Y + Y - 26) + CQlE + ir2(F,oF,o), 

(2.6a) 

(3,o - Y,o = O'('Y - y) - 2c(3[ + tcr2(F,lF,0 + F,IF,o), (2.6b) 

Y,l - QI,o= - 1 QI 12 - C IIW - Cy2 + CQlr"- tcr2(F,IF,I)' (2. 6c) 

E,o+E:o=IIW-lyI2+ 0 (y-y)-2cIEI2 

+ cr
2
(cF,IF,I- F,oF,o - F,oF,o), 

E, I - 0,0 = - QI (y + b) + (3(n + cEl - CE(Y - b) 

+cr
2
(F,l,0 + F,IF,o), 

F,ll + 2cF,oo= - 2cyF,l + (ca - 2E)F,0 + caF,o 

+ r"(F,1 2 + 2cF,oF,o), 

(2.6d) 

(2.6e) 

(2. 6f) 

where commas denote invariant derivatives. The com
mutation relations are, for any scalar function h, 

h,10 - h,Ol = Qlh,l + c(y - 6)h,o + c{3h,a, 

h,oa - h,oo = (y - Y)h,1 - cEh,o + cEh,Q' 

(2.7a) 

(2.7b) 

As noted in (2.2) there is a natural correspondence 
between adapted frames of V. and frames of the V3 • 

With this correspondence, with each curve of V3 may be 
associated a null curve of V4 by the following mapping 
of tangent vectors: A(1)" - 2-1/2(1I.(1)a +11.(4)")' The 

536 J. Math. Phys., Vol. 19, No.2, February 1978 

mapping of curves so defined is one-to-one and onto. If 
we let our frame correspond to that of the Newman
Penrose9 formalism by la = 2-1/2(A(1)a + 11.(4)")' 
na = 2-1

/ 2c(_ 11.(1)" + 11.(4) a), m" = 2-"/ 2(11.(2)" + iA(3/)' and 
m a = 2-"/ 2(11.(2)" - iA(3)")' then we have a special choice 
of gauge and null rotation for 1a and n", respectively. 
The results of this choice are to simplify the expres
sions for the Weyl curvature spinors and the relation 
between the Ricci rotation coefficients of V4 and V3 • 

The following formulas for the Weyl curvature spinors 
<P i> i = 0, 1, 2, 3, 4, may be contrasted with those of 
Perj€!s3: 

- 2<J;0 = F, 00 + ir"F,o 
2 

= F,oo + {3F,1 - CEF,o + 1f-1 F,02, 

212c<P1=F'01 +1r"F ,oF,l 

= F,OI - c6F,o + QlF,l + if-"F ,oF,l' 

2<P2=F'1l-Cr"F ,oF,Q 

= F,ll - CQlF,Q - caF,o - cf-"F ,oF,'O, 

- 212 <P3 = F,'in + ir1F,'OF,1 

= F,OI + (iF,1 + coF,'6 + ir"F ,'OF,l> 

- 2<P4 = F,oo + ir"F ,'02 

=F,'O'O + f3F,1 - cEF,o + ir"F ,'02. 

(2.8a) 

(2. Bb) 

(2.8c) 

(2.8d) 

(2.8e) 

The complex Ricci rotation coefficients are also 
simplified. The Newman-Penrose9 spin coeffiCients 
have equivalents in our notation; see Table I. 

3. AN ALGEBRAICALLY SPECIAL SUBCLASS OF V3 

In a stationary space-time the eigenvalues of the 
Ricci subtensor of V3 are given by" 

Al = 0, 

Az = - (ReFt2(A1 (F, F) + 1 AIF 1 ), 

A3 = - (ReFt2 (AI(F,:F'j - 1 AIF I)· 
(3.1) 

For the static case or for the Papapetrou-Ehlers class 
of stationary metrics, Al = A3 • In this section we in
vestigate another possible algebraic specialization, 

TABLE I. 

N-P spin 
coefficient "Stationary" eqUivalent 

I( ~fl/2(a +F1F,vl 

r:r (1/12)jl/2(j3) 

p (1/12 )/1/2 (y -~crl F) 

T _ ~cfl/2(a) 

a ~fl/2(E - !crlF,~) 

f3 _~fl/2(E -~crlF,o) 

y k/212)j1/2(6 -~crlF,I) 

E (1/212 )fI/2(6 -~crlF) 

7r ~cfl/2(a) 

IL (c/12)jl /2(y - ~crl F,I) 

A (c/12 )jl /2 ([3) 

v - §fI/2(a - cr1F,r) 
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namely A2 =A3 • In this case ~lF=O, which may be 
written as F,l2+2cF,oF,o=0. By choosing the direction 
of Ao >''' and the orientation of the triad, we can ensure 
that F,l = F, 0 = 0. Then AU)'" is along the eigenrays. 

The commutation relation (2. 7a) (substituting F for h) 
and the potential equations (2.6f) give 0/=(3=0. Hence, 
the eigenrays are geodesic and shear-free, and the 
space-time is algebraically special, 

Since A(1) '" is along geodesics and F,l = 0, we can 
choose coordinates {z, z, r} in which r is an affine 
parameter along the geodesics and z=F. Using the 
freedom in the triad, we can put F,o = Q where Q is 
real. This brings the triad into the form 

(3.2) 

where 1) is complex. The remaining coordinate freedom 
is z = z, r = r + A(Z, z). With our choice of frame the 
metric for V 3 is 

(3.3) 

The effect of choosing F,o real is to make A(2) '" and 
A (3) '" tangent to the lines to force and lines of twist, 
respectively; hence they are both normal to surfaces. 
This leads to o=H'7-Y); from (2.6b), Y,o=O; hence 
o,o=±'Y,o' We may distinguish two cases, y=O and 
y * 0. When Y = 0, it turns out that we can use our 
coordinate freedom to set 1) = 0. When y * 0, we use it 
to make y-l - r pure imaginary, which is fairly standard. 

With the conventions made above out of the way, the 
solutions of the remaining equations is straightforward. 
The results are as follows. 

Case I (y = 0): The metric of the associated space is 

4;=dr+(z+z)H(z)H\z)dzdZ, (3.4) 

where H is an arbitrary analytic function. H is related 
to Q and E by 

Q=v'2IHI-l(Z+zt1/z, E=-CQ,z' (3.5) 

In this case by Eqs. (2.8) all the I/!;'s vanish except 
for 1/!4' and the space-time9 is of Petrov type (4). The 
metric of the V4 is transformable to 

<I> =dx2 +dy 2 + 2dvdt - W(x,y)dt2, (3.6) 

where W,xx + W,yy = 0. We thus have a special case of the 
well-known plane-fronted gravitational waves with 
parallel rays.4 

Case II (y * 0): The metric of the V3 is 

<I> = (dr + iT,.dz - iT,.dZ)2 + 2c(r + T2)e V dzdZ, (3.7) 

where T = T(z ,"Z) and V = V(z, z) are real functions 
satisfying the reduced field equations 

V,zz= _cev - (z +zt2
, 

T,z'i= - cevT. 

(3.8a) 

(3.8b) 

The complex dilatation y is given by y= (r + iTtr, 
while Q=e-v / 2Iyl and~=-ce-v/2IYI(iT y-±V ). ,z ,z 

The metric of V4 may be readily found by resorting to 
(2.2). It is 

<I>= (z + :<!'tl~ - (z + z)[ 4c(r + U)(z + -Zt2d(z + z) 

+ dt]Z, (3.9) 
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where ;t; is given by (3.7) and U = U(z,"Z) is a real func
tion which is a particular solution of the equation 

(3.10) 

The metric form (3.9) for the case y* ° belongs to 
Petrov type (3,1). This metric involves unknown func
tions V and T satisfying the pair of partial differential 
equations (3.8). At the present moment the general 
solutions of (3.8) are not known. Nevertheless, some 
special solutions of (3.8) and the consequent vacuum 
metrics will be mentioned. 

The present case may be divided into two subcases 
T=O and T*O. For T=O the vacuum metrics have 
nontwisting eigenrays and are therefore of the 
Robinsion-Trautman class 0 5 Furthermore, there is a 
special solution10 with T = 0, namely, 

<I> = (z + "Zt ldr2 - 6r2(z + zt31 dz 12 

- (z + z)[ - 4r(z + zt2d(z + z) + dt]2, (3.11) 

the space of "maximum mobility" of the type (3,1). 

For the subcase T* 0, on the other hand, the rays 
have twist and the metric belongs to a new class indepen
dently described by Held. 6,7 In this case some special 
solutions of (3.8) are given by 

e V = 3x-2
, 

T = t .fX Re[ {CtnJ)in x) + f3 nY v (in x)}ein 'j, 
n=--=> 

v=±ffi/2, 

c=-l, 

x=z+z, y=i(z-z), (3.12) 

where Ct n ) f3n are arbitrary complex constants and 
J v ' Yv are Bessel functions of 1st and 2nd kind. As a 
particular case (3.12) we have 

T=X(h,(f3)/2 (A +By), (3.13) 

where A, B are arbitrary real constants. This 
corresponds to the solution obtained by Held. 6,7 By 
putting A =B = 0 in (3.13) the metric (3.11) can be 
recovered. 

The new solutions generated by (3.12) are a subclass 
of algebraically special vacuum metrics admitting a 
spacelike (angular) Killing motion. Moreover, these 
metrics contain wire singularities and thus none of 
these are asymptotically flat. 

The equations mentioned in the introduction are 
obtained from (3.8) upon defining 

eW=ceV(z+ztl. (3.14) 

Finally, we note that Eqs. (3.8) are invariant under a 
three-parameter group, based upon the following 
characteristic of the equations: Whenever V = V(z, "Z) 
is a solution, then so is 

V'(z, z)= V(az- 1 + ib, az1_ ib) - 2lnl z 12/a. (3.15) 

The three-parameter group leads to a two-parameter 
family of metrics starting from any sufficiently general 
metric. But the metrics defined by (3.12) are not so 
well-favored. 
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In the last line of Eq. (86), PdPb should be P. Pb • The 
matrix B in Eq. (100) should have a coefficient i( =vC1). 
The explicit factors of Q in Eqs. (110) and (120) should 
be omitted, having been absorbed into B[Eq. (B5)]. In 
Eq. (110), the subscripts "V" should be "L". Equation 
(118) should have an additional term 

+ [U12(Z')U12(dt1]0 1(Hy(w, Q, z - d))L 

and the entire resulting expression should be multiplied 
by -1, as should the right side of Eq. (119). In Eq. 
(A24) the factor "~" should be "2". In Eq. (B5), the 31 

CUMULATIVE AUTHOR INDEX 

element should be tQy, not ~Qy, and the 22 element of 
the matrix in Eq. (B9) should involve Q~ instead of Q~. 
In Eq. (B16), 1 + ()' should be 1 - ()' and E-1 should be 
replaced by (1 - a2)E-1 throughout this equation. The 
prefactor of the matrix in Eq. (BI9) should contain ct 
instead of VL (=v'2c t ). In Eq. (B20), Qp should be QVp. 
The right side of Eq. (B22) should be multiplied by - 1. 
Note that the velocities defined by Eq. (BI3) and (B21) 
are identicaL Though not in error, the different choice 
of sign convention for the arguments of the exponentials 
in Eqs. (85) and (96) is potentially misleading. 
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